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Abstract

Cascaded Short Term Hydro-Thermal Scheduling problem (CSTHTS) is a single objective,

non-linear multi-modal or convex (depending upon the cost function of thermal generation)

type of Short Term Hydro-Thermal Scheduling (STHTS), having complex hydel constraints.

It has been solved by many metaheuristic optimization algorithms, as found in the literature.

Recently, the authors have published the best-achieved results of the CSTHTS problem

having quadratic fuel cost function of thermal generation using an improved variant of the

Accelerated PSO (APSO) algorithm, as compared to the other previously implemented

algorithms. This article discusses and presents further improvement in the results obtained

by both improved variants of APSO and PSO algorithms, implemented on the CSTHTS

problem.

Introduction

The CSTHTS is a type of highly multi-modal, multi-dimensional, non-linear, and non-convex

optimization problem which deals with the economic dispatch of power among hydel and

thermal generating units. It can be modeled in generic form using the Eqs 1–9, as suggested in

reference [1].

minðf Þ ¼
XN

m¼1

XT

i¼1

nmFðm;iÞ ð1Þ

where, nm is the number of hours in the scheduling period ‘m’ and F(m,i) is the per hour cost of

the thermal generating unit. Eq 1 presents the main objective function of the CSTHTS
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problem, i.e., to minimize the total cost of the scheduling of thermal generators.

XN

m¼1

XNs

i¼1

Pthi;m
þ
XNh

j¼1

Phydj;m

 !

¼ Pd þ Pl ð2Þ

The equality constraint of the CSTHTS problem is shown by Eq 2, which assures that the

sum of powers generated by both thermal Pthi;m
and hydel Phydj;m

plants are equal to the sum of

demand power Pd and transmission losses Pl of the power system for a total time of N schedul-

ing intervals. Where, Ns is the total number of thermal plants, Nh is the total number of water

reservoirs.

Phydj;m
¼ f ðVhydj;m

;Qhydj;m
Þ ð3Þ

Eq 3 presents hydel power as a function of the volume Vhydj;m
and water discharge rate Qhydj;m

at

scheduling interval ‘m’ of jth reservoir.

Pmin
thi
� Pthi;m

� Pmax
thi ð4Þ

Pmin
hydj
� Phydj;m

� Pmax
hydj ð5Þ

Eqs 4 and 5 give the bounded power limits for the ith thermal and the jth hydel unit, respec-

tively at the mth scheduling interval. Where, Pmin
thi

and Pmax
thi

are the minimum and maximum

allowable value of thermal generation for the ith thermal unit, respectively. And Pmin
hydj

and Pmax
hydj

are the minimum and maximum allowable value of hydel generation for the jth water reservoir,

respectively.

Vmin
hydj
� Vhydj;m

� Vmax
hydj ð6Þ

Qmin
hydj
� Qhydj;m

� Qmax
hydj ð7Þ

Eqs 6 and 7 are related to the operation of the water reservoir. Where, Vmin
hydj

and Vmax
hydj

are the

minimum and maximum allowable value of the volume of the jth reservoir at mth scheduling

interval and Qmin
hydj

and Qmax
hydj

are the minimum and maximum allowable value of the discharge

rate of the jth reservoir at mth scheduling interval.

XN

m¼1

Qhydj;m
¼ Qhydj;total

ð8Þ

Eq 8 gives the allowed value of the water discharged Qhydj;total
by the jth reservoir for a total

time of N scheduling intervals.

Vhydj;ðmþ1Þ
¼ Vhydj;m

þ Ihydj;m � Qhydj;m
� Shydj;m

þ

XRu;j

a¼1

ðQhyda;ðm� tÞ
þ Shyda;ðm� tÞ

Þ

ð9Þ

The continuity equation balances the discharges and reservoir volume and is shown by Eq

9. Where, ‘m’ is the scheduling hour, ‘j’ is the reservoir available for hydel generation, Ihydj;m is

the inflow of the reservoir, Shyda;ðm� tÞ
is the spillage of the reservoir, Ru,j are the upstream
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reservoirs present for the jth reservoir and ‘t’ is the water transport delay from reservoir ‘a’ to

reservoir ‘j’.

Fðm;iÞ ¼ aþ bPthði;mÞ
þ cP2

thði;mÞ ð10Þ

The cost F(m,i) of ith thermal unit at mth scheduling interval is the function of the power of

the thermal generator which is the function of the fuel cost. The relation of cost and thermal

power is given by Eq 10, which is a quadratic function (convex) of thermal power and ‘a’, ‘b’

and ‘c’ are the coefficients of the scheduling equation.

Eq 10 can be of higher order depending upon the type of thermal generator, causing an

increase in the nonlinearity of the objective function. The CSTHTS problem is a scheduling

problem having many scheduling intervals and each interval is treated as one dimension of the

problem, which makes the CSTHTS highly multi-modal, i.e., a problem with an objective func-

tion having multiple peaks.

The test system of the CSTHTS problem selected in this article is a twenty-four hours long

scheduling problem having one thermal unit and four hydel units for power generation. It is

solved without considering the valve-point effect of thermal units and transmission losses.

Data for the cost coefficients of the thermal unit and power production coefficients of hydro

units are taken from reference [2].

It can be misinterpreted as a convex problem by just looking at the thermal fuel cost func-

tion (which is quadratic) as it is the main objective function but as a whole when this objective

function is taken along with all the time coupling hydel and thermal constraints for twenty-

four scheduling intervals it becomes multi-modal and non-convex because the thermal power

generated depends upon the hydel generation, as mentioned in Eq 2. The function used to cal-

culate hydel generation, as mentioned in Eq 3 is non-convex in nature as it contains multipli-

cation terms of volume and discharge rate of the reservoir generating power to meet the load

demand. The multiplication of two variables is a non-convex function according to reference

[3]. This article discusses a highly complex, multi-modal, and non-convex case of the CSTHTS

problem having quadratic thermal fuel cost function, benchmark case of the CSTHTS

problem.

The CSTHTS problem, according to reference [1], is concerned with the combined eco-

nomic dispatch of a chain of numerous water reservoirs located on the same stream in

sequence, i.e., one reservoir-based hydel power plant is downhill from the other reservoir-

based hydel power plant. There may be numerous thermal power plants in such problems,

although they are normally treated as equivalent thermal generating units. if j> 1, the

CSTHTS problem is defined by equality and non-equality equations given in Eqs 1–9.

The genetic algorithm has been implemented in reference [2] to optimize the CSTHTS

problem. Reference [4], has implemented the dynamic search space squeezing based APSO on

the STHTS problem. Reference [5], presents APSO and firefly algorithm on the hybrid case of

STHTS problem which incorporates the effects of adding solar cells to the conventional grid.

Dynamically search space squeezing based firefly algorithm has been implemented on the

hybrid case of the STHTS problem in reference [6]. References [4–6], have shown that the

superiority of one metaheuristic algorithm over the other should be made by performing the

proper statistical tests, not by just comparing their achieved optimal solution. Three variants

of evolutionary programming algorithms have been implemented to solve the CSTHTS prob-

lem, known as FEP, IFEP, and CEP, in reference [7]. The particle swarm optimization (PSO)

algorithm has been implemented in reference [8] to solve the CSTHTS problem. The CSTHTS

problem has been solved by adaptive and modified adaptive PSO in reference [9]. The differ-

ential evolution algorithm has been implemented in reference [10] to optimize the CSTHTS
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problem. The real coded genetic algorithm has been used in reference [11] to find the optimal

solution to the CSTHTS problem. The IPSO, EPSO, and EGA algorithms have been imple-

mented in reference [12] to optimize the CSTHTS problem. The modified differential evolu-

tion algorithm has been used in reference [13] to solve the CSTHTS problem. The teaching

learning-based algorithm has been used in reference [14] to find the approximate global opti-

mum solution of the CSTHTS problem. Reference [15], has used an artificial fish swarm and a

real coded genetic hybrid algorithm to solve the CSTHTS problem. Reference [16], imple-

mented PSO-ALNS algorithm, moth-flame optimization, grey wolf optimization, and a combi-

nation of grey wolf and dragonfly algorithm to obtain the global optimum solution of the

CSTHTS problem. Reference [17], showed that the small population-based PSO to be the best

algorithm to find the optimal robust solution of the CSTHTS problem.

A detailed review of the CSTHTS problem solved by different conventional and metaheur-

istic algorithms in past was presented in reference [18]. The improved PSO with adaptive cog-

nitive and social components has been implemented in reference [19], to optimize the

CSTHTS problem. In Reference [19], the algorithm has two update equations which increase

the complexity of implementing it on large-scale optimization problems. A novel PSO tech-

nique has been implemented in reference [20], which used the concept of adaptive inertia

weight constant to solve the CSTHTS problem. In this technique, the social and cognitive coef-

ficients were not considered. The diversified PSO technique has been implemented in refer-

ence [21], to find the approximate global optimum solution of the CSTHTS problem.

However, this suggested technique depends upon the optimal selection of the population size.

PSO and APSO in their canonical versions can have an issue of premature convergence.

One of the most recent methods to cope with the issue of premature convergence is to dynami-

cally utilize extreme learning machine mechanisms along with adopting mutation strategy to

have a dynamic update of the particles, as presented and proved by reference [22]. However, it

has been carefully observed by the authors of this article that adopting mutation strategies

along with extreme learning machines is not required in the newly proposed variants of

improved APSO and improved PSO, while adopting the newly suggested constraint handling

technique. The tuning of α and β coefficients in APSO variants and the acceleration and inertia

coefficients in improved PSO makes sure that the particles do not get stuck to local optima, by

improving the global search ability of the particles at the initial stages of the iterative process.

However, for extremely high multi-modal and non-convex optimization problems, premature

convergences can be avoided by utilizing the techniques suggested by reference [22].

According to no free lunch theorems presented in reference [23], if an algorithm performs

well when applied to an optimization problem, it does not guarantee that it will perform well

on other types of optimization problems. Therefore, it is required to find a suitable optimiza-

tion algorithm for each type of optimization problem, if taken individually. In this article, a

highly complex and multi-modal case of the CSTHTS problem is solved by implementing six-

teen variants of the APSO algorithm and one variant of the PSO algorithm. The results

obtained have been compared with previously found optimal solutions of the selected test case

by other conventional and metaheuristic algorithms, reported in the literature.

In this article, the CSTHTS case has been solved by using the newly proposed sixteen

improved variants of APSO and an improved variant of PSO along with a newly proposed con-

straint handling technique as an original contribution. It has been presented that the PSO vari-

ant has given so far the best results of the CSTHTS case, as compared to the previously

reported results of the implementation of other algorithms, as found in literature [24]. Refer-

ence [24], previously published by the authors of this article, gave the so far best-achieved

results of the selected test case of the CSTHTS problem. However, there were two motivations

to further improve the algorithms in search of finding better solutions. Firstly, the results were
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achieved in reference [24] used a larger number of particles (5000) and a large number of itera-

tions (5000), having a high value of standard deviation, and the average time took to simulate

one trial was 243 seconds. Therefore, it was needed to further improve the algorithms so that

the results can be achieved using a smaller number of particles, having a lower value of stan-

dard deviation, and in lesser computational time. Secondly, it was needed to further investigate

that if using the new modifications in APSO and PSO algorithms can help to achieve further

improvement in results. The findings of this new experiment on the CSTHTS case by design-

ing and implementing the newly proposed variants of PSO and APSO have been presented in

this article. It has been shown that both improved variants of APSO and PSO helped to achieve

better results in a very less computational time as compared to reference [24]. Though the

improved PSO was able to find the nearest approximation to the global optimum solution,

however, for repeated trials, the standard deviation of the results achieved by the improved

PSO variant remained very high. The sixteen improved variants of APSO then served the pur-

pose of keeping the standard deviation value lower while achieving almost near results to that

achieved by the improved PSO variant for the best trial. A comparative analysis of the results

achieved by the improved PSO variant is made with the best among the sixteen variants of

improved APSO using statistical tests and is presented in this article.

The paper is organized as follows: Section 2 describes the algorithmic structure of the six-

teen variants of APSO along with presenting the pseudo-code for the newly proposed con-

straint handling technique for the CSTHTS case, Section 3 presents the algorithmic structure

of the improved PSO variant, Section 4 describes the results of the implementations of

improved PSO variant and sixteen variants of improved APSO on the CSTHTS case, Section 5

gives the discussion on the results achieved, and finally, section 6 concludes the paper.

Improvements of APSO algorithm

The APSO algorithm, presented in reference [23], is a very promising version of the canonical

PSO. When compared to the original PSO algorithm, it can be witnessed that it has a single

update equation as described by Eq 11 for the particles without requiring the velocity update

equation, making it simple to apply to the optimization problem.

xtþ1
i ¼ ð1 � bÞx

t
i þ bg þ a� ð11Þ

where, the typical values of α and β are usually taken as 0.2 and 0.5 respectively in the canonical

version.

In this article, the authors have applied another modification in the improved APSO algo-

rithm, that was implemented on the CSTHTS case in reference [24]. The improved variant has

a single-step update equation without utilizing the velocity update equation as given in Eq 12.

xtþ1
i ¼ ð1 � bðtÞÞp

t
i þ bðtÞg

t þ aðtÞRt
i ð12Þ

The values of α and β should be in between 0 and 1 and their most effective range of perfor-

mance is in between the maximum and minimum limits mentioned in reference [23]. Increas-

ing the values of α and β greater than 1 causes the solution of the APSO algorithm to diverge.

The values of α and β are normally taken as fixed in the canonical form, according to reference

[23]. The improvements are made in the canonical APSO by modifying the α and β coeffi-

cients. In reference [24], α is varied from 0.6 to 0.2 and β is varied from 0.7 to 0.1. The authors

of this paper add further improvement in the improved version of the APSO algorithm of ref-

erence [24] and suggest sixteen different variants of improved APSO in terms of α and β
parameter control. The results achieved are significantly better than the results of reference
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[24]. Another improvement in Eq 11, is using the local best pt
i of each particle at any iteration

k, instead of the particle’s current position at time t, as suggested in reference [25].

Where, Rt
i is an N × d dimensional matrix of uniform random numbers given in reference

[25], where N is the particles generated and d is the total scheduling intervals of the CSTHTS

problem. Randomization of the APSO algorithm is increased by using higher values of α to

avoid premature convergence to local optima. When the APSO algorithm progresses to the

end of iterations, during this time particles are converging towards the global optimum solu-

tion avoiding the local optimum solutions. So, it is required that the particles do not diverge

(oscillates) from the global optimum solution. Therefore, α is decreased from a higher value to

a lower value as the algorithm proceeds from the first iteration to the last iteration. This decay

in the value of αmay be sinusoidal, linear, quadratic, or exponential depending upon the type

of optimization problem under consideration. It was observed that the linear decay in the

value of α gives a good performance of the APSO algorithm applied to the CSTHTS problem.

The value of β decides the weight given to the particle global best and local best of the itera-

tion. It can be a constant as well as varying value. It has been observed that different chaotic

maps applied to vary the value of β gives a good performance of the APSO algorithm instead of

making it fixed. This will help to keep the solution space diversity alive, similar to the case of

the levy flight concept in cuckoo search and firefly algorithm.

To conclude, at the starting point of the APSO algorithm, the α value should be high to

increase the particles exploration. However, step reduction of the value of α should be made as

the APSO algorithm start proceeding towards the end to make the APSO algorithm converge

at a good approximate of the global optimum solution. Higher values of β allow particles to

have a greater influence from the global best of each iteration and the lower value to have more

influence from the local best of each iteration. Brilliant results have been achieved by making

these modifications in the canonical APSO algorithm.

Variants of APSO

Parameter control setting of APSO for sixteen different chaotic maps has been implemented

on the test case of the CSTHTS problem, which gives improved results compared with refer-

ence [24], among all the implemented chaotic maps, variant-16 gives the minimum cost. It is

important to mention that a newly proposed constraint handling technique has been incorpo-

rated by the authors while implementing all the variants of APSO. The pseudo-code of this

constraint handling technique has been presented in Table 1. Each variant is simulated for 50

Table 1. Pseudocode for newly proposed constraint handling technique.

If (Qi,d <Qmin)

Find difference = Qmin—Qi,d

Set Qi,d = Qmin (hard limit)

End If

For n = 23 to 1

Adjust the difference in 23 entries while keeping them in limits. Starting from 23rd entry to 1st entry.

End For

Else If (Qi,d >Qmax)

Find difference = Qi,d– Qmax

Set Qi,d = Qmax (hard limit)

For n = 1 to 23

Adjust the difference in 23 entries while keeping them in limits. Starting from 1st entry to 23rd entry.

End For

https://doi.org/10.1371/journal.pone.0261562.t001
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trials having 5050 iterations and population size of 600. Details of sixteen chaotic maps imple-

mented are given as follows.

Variant 1. In this variant, α is sinusoidally decreased up to 1/4 of wavelength (90˚) from

0.81 to 0.62. Values of αmax and αmin in this variant are 0.81 and 0.62, respectively as shown in

Eq 13. The value of β is linearly decreased from 0.81 to 0.62. Values of βmax and βmin in this var-

iant are 0.81 and 0.62, respectively as shown in Eq 14.

a ¼ amin þ ðamax � aminÞ � cos
p

2
�

Iterationcurrent

Iterationtotal

� �

ð13Þ

b ¼ bmax � ðbmax � bminÞ �
Iterationcurrent

Iterationtotal

� �

ð14Þ

Variant 2. In this variant, α is linearly decreased from 0.81 to 0.62. Values of αmax and

αmin in this variant are 0.81 and 0.62, respectively as shown in Eq 15. The value of β is sinusoi-

dally decreased up to 1/2 of wavelength (180˚) from 0.81 to 0.62. Values of βmax and βmin in

this variant are 0.81 and 0.715, respectively as shown in Eq 16.

a ¼ amax � ðamax � aminÞ �
Iterationcurrent

Iterationtotal

� �

ð15Þ

b ¼ bmin þ ðbmax � bminÞ � cos p�
Iterationcurrent

Iterationtotal

� �

ð16Þ

Variant 3. In this variant, α and β both are sinusoidally decreased up to 1/4 of wavelength

(90˚) from 0.81 to 0.62. Values of αmax, αmin, βmax and βmin in this variant are 0.81, 0.62, 0.81

and 0.62, respectively as shown in Eqs 17 and 18.

a ¼ amin þ ðamax � aminÞ � cos
p

2
�

Iterationcurrent

Iterationtotal

� �

ð17Þ

b ¼ bmin þ ðbmax � bminÞ � cos
p

2
�

Iterationcurrent

Iterationtotal

� �

ð18Þ

Variant 4. In this variant, α and β are linearly decreased from 0.81 to 0.62. Values of αmax,

αmin, βmax and βmin in this variant are 0.81, 0.62, 0.81 and 0.62, respectively as shown in Eqs 19

and 20.

a ¼ amax � ðamax � aminÞ �
Iterationcurrent

Iterationtotal

� �

ð19Þ

b ¼ bmax � ðbmax � bminÞ �
Iterationcurrent

Iterationtotal

� �

ð20Þ

Variant 5. In this variant, α and β both are sinusoidally decreased up to 1/2 of wavelength

(180˚) from 0.81 to 0.62. Values of αmax, αmin, βmax and βmin in this variant are 0.81, 0.715, 0.81
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and 0.715, respectively as shown in Eqs 21 and 22.

a ¼ amin þ ðamax � aminÞ � cos p�
Iterationcurrent

Iterationtotal

� �

ð21Þ

b ¼ bmin þ ðbmax � bminÞ � cos p�
Iterationcurrent

Iterationtotal

� �

ð22Þ

Variant 6. In this variant, α is sinusoidally decreased up to 1/2 of wavelength (180˚) from

0.81 to 0.62. Values of αmax and αmin in this variant are 0.81 and 0.715, respectively as shown

in Eq 23. The value of β is linearly decreased from 0.81 to 0.62. Values of βmax and βmin in this

variant are 0.81 and 0.62, respectively as shown in Eq 24.

a ¼ amin þ ðamax � aminÞ � cos p�
Iterationcurrent

Iterationtotal

� �

ð23Þ

b ¼ bmax � ðbmax � bminÞ �
Iterationcurrent

Iterationtotal

� �

ð24Þ

Variant 7. In this variant, α is sinusoidally decreased up to 1/4 of wavelength (90˚) from

0.81 to 0.62. Values of αmax and αmin in this variant are 0.81 and 0.62, respectively as shown in

Eq 25. The value of β is fixed at 0.715.

a ¼ amin þ ðamax � aminÞ � cos
p

2
�

Iterationcurrent

Iterationtotal

� �

ð25Þ

Variant 8. In this variant, α is linearly decreased from 0.81 to 0.62. Values of αmax and

αmin in this variant are 0.81 and 0.62, respectively as shown in Eq 26. The value of β is fixed at

0.715.

a ¼ amax � ðamax � aminÞ �
Iterationcurrent

Iterationtotal

� �

ð26Þ

Variant 9. In this variant, α is sinusoidally decreased up to 1/2 of wavelength (180˚) from

0.81 to 0.62. Values of αmax and αmin in this variant are 0.81 and 0.715, respectively as shown

in Eq 27. The value of β is fixed at 0.715.

a ¼ amin þ ðamax � aminÞ � cos p�
Iterationcurrent

Iterationtotal

� �

ð27Þ

Variant 10. In this variant, α is sinusoidally decreased up to 1/4 of wavelength (90˚) from

0.81 to 0.62. Values of αmax and αmin in this variant are 0.81 and 0.62, respectively as shown in

Eq 28. The value of β is linearly increased from 0.62 to 0.81. Values of βmax and βmin in this
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variant are 0.81 and 0.62, respectively as shown in Eq 29.

a ¼ amin þ ðamax � aminÞ � cos
p

2
�

Iterationcurrent

Iterationtotal

� �

ð28Þ

b ¼ bmin þ ðbmax � bminÞ �
Iterationcurrent

Iterationtotal

� �

ð29Þ

Variant 11. In this variant, α is sinusoidally decreased up to 1/2 of wavelength (180˚)

from 0.81 to 0.62. Values of αmax and αmin in this variant are 0.81 and 0.715, respectively as

shown in Eq 30. The value of β is linearly increased from 0.62 to 0.81. Values of βmax and βmin

in this variant are 0.81 and 0.62, respectively as shown in Eq 31.

a ¼ amin þ ðamax � aminÞ � cos p�
Iterationcurrent

Iterationtotal

� �

ð30Þ

b ¼ bmin þ ðbmax � bminÞ �
Iterationcurrent

Iterationtotal

� �

ð31Þ

Variant 12. In this variant, α is linearly decreased from 0.81 to 0.62. Values of αmax and

αmin in this variant are 0.81 and 0.62, respectively as shown in Eq 32. The value of β is sinusoi-

dally decreased up to 1/4 of wavelength (90˚) from 0.81 to 0.62. Values of βmax and βmin in this

variant are 0.81 and 0.62, respectively as shown in Eq 33.

a ¼ amax � ðamax � aminÞ �
Iterationcurrent

Iterationtotal

� �

ð32Þ

b ¼ bmin þ ðbmax � bminÞ � cos
p

2
�

Iterationcurrent

Iterationtotal

� �

ð33Þ

Variant 13. In this variant, α is sinusoidally decreased up to 1/2 of wavelength (180˚)

from 0.81 to 0.62. Values of αmax and αmin in this variant are 0.81 and 0.715, respectively as

shown in Eq 34. The value of β is sinusoidally increased up to 1/2 of wavelength (180˚) from

0.62 to 0.81. Values of βmax and βmin in this variant are 0.81 and 0.715, respectively as shown in

Eq 35.

a ¼ amin þ ðamax � aminÞ � cos p�
Iterationcurrent

Iterationtotal

� �

ð34Þ

b ¼ bmin � ðbmax � bminÞ � cos p�
Iterationcurrent

Iterationtotal

� �

ð35Þ

Variant 14. In this variant, α is linearly decreased from 0.81 to 0.62. Values of αmax and

αmin in this variant are 0.81 and 0.62, respectively as shown in Eq 36. The value of β is sinusoi-

dally increased up to 1/2 of wavelength (180˚) from 0.81 to 0.62. Values of βmax and βmin in
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this variant are 0.81 and 0.715, respectively as shown in Eq 37.

a ¼ amax � ðamax � aminÞ �
Iterationcurrent

Iterationtotal

� �

ð36Þ

b ¼ bmin � ðbmax � bminÞ � cos p�
Iterationcurrent

Iterationtotal

� �

ð37Þ

Variant 15. In this variant, α is sinusoidally decreased up to 1/4 of wavelength (90˚) from

0.81 to 0.62. Values of αmax and αmin in this variant are 0.81 and 0.62, respectively as shown in

Eq 38. The value of β is sinusoidally increased up to 1/4 of wavelength (90˚) from 0.62 to 0.81.

Values of βmax and βmin in this variant are 0.81 and 0.62, respectively as shown in Eq 39.

a ¼ amin þ ðamax � aminÞ � cos
p

2
�

Iterationcurrent

Iterationtotal

� �

ð38Þ

b ¼ bmin þ ðbmax � bminÞ � sin
p

2
�

Iterationcurrent

Iterationtotal

� �

ð39Þ

Variant 16. In this variant, α is linearly decreased from 0.81 to 0.62. Values of αmax and

αmin in this variant are 0.81 and 0.62, respectively as shown in Eq 40. The value of β is sinusoi-

dally increased up to 1/4 of wavelength (90˚) from 0.81 to 0.62. Values of βmax and βmin in this

variant are 0.81 and 0.62, respectively as shown in Eq 41. This gives the same variant as was uti-

lized in reference [24], however, the minimum and maximum values of tuning parameters α
and β play a significant role in improving the results for the CSTHTS problem. Moreover, by

using these values of α and β, the required number of particles is reduced to 600, as compared

to 5000 particles used in reference [24], which is a significant computational improvement.

The computational time of simulating one trial of this variant is 45 seconds.

a ¼ amax � ðamax � aminÞ �
Iterationcurrent

Iterationtotal

� �

ð40Þ

b ¼ bmin þ ðbmax � bminÞ � sin
p

2
�

Iterationcurrent

Iterationtotal

� �

ð41Þ

Improved PSO algorithm

The particle swarm optimization (PSO) in its canonical form has been a brilliant algorithm

used for solving several optimization problems as found in the literature, according to [18].

However, the PSO algorithm in its canonical form was implemented in reference [26] on the

CSTHTS case, and the results reported were under-rated. It has been observed that the con-

straint handling technique used in the reference [26] was the penalty factor approach. By using

the newly proposed constraint handling technique of Table 1, PSO achieves markedly

improved results.

The PSO has now been a very well-known and promising optimization algorithm in meta-

heuristic algorithms. It has been applied to many non-linear, complex, and multi-modal opti-

mization problems to give brilliant results. There are almost more than two dozen of its
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variants as discussed in reference [23]. The PSO has two equations as shown in Eqs 42 and 43.

vnþ1
i ¼ wvni þ ðaðnÞ�1 � ðg�n � xn

i ÞÞ þ ðbðnÞ�2 � ðpn
i � xn

i ÞÞ ð42Þ

xnþ1
i ¼ xn

i þ vnþ1
i ð43Þ

where, vnþ1
i is known as velocity, in PSO terminology, that is added in current position xn

i of

the particle to get the new position xnþ1
i and g is the global best and p is the local best of ith par-

ticle of nth iteration. The acceleration coefficients are α and β, usually varied between 0 to 2.1,

w is the inertial factor of the particles having a value in the range of 0 to 1, and � is a random

number generated in between 0 and 1, according to reference [23]. Lower values of accelera-

tion coefficients make the particle’s trajectory smooth while higher values cause abrupt move-

ments. The inertial factor controls the impact of the previous velocity in a new direction and is

used to balance exploration and exploitation. Larger values of inertial factor result in explora-

tion (may cause divergence of the swarm) and small values cause exploitation (decelerate the

particles resulting in the convergence of swarm). The values of the tuning parameters of the

PSO update equation can be taken as constant as well as varying per the number of iterations

(parameter control).

It has been observed solving the CSTHTS problem that the constant values of these tuning

parameters of PSO do not give good results but using the parameter control for the tuning

parameters, PSO gives brilliant results. Value of α and w is linearly decreased from αmax = 1.95

to αmin = 1.8 and wmax = 0.001 to wmin = 0, respectively and β value is sinusoidally decreased

from βmax = 1.95 to βmin = 1.8 1

2
to 3

4
of wavelength

� �
in this research as shown in Eqs 44–46.

This variant of PSO is simulated for 50 trials having 2500 iterations and population size of 500.

The computational time of simulating one trial of this variant is 34 seconds.

w ¼ wmax � ðwmax � wminÞ �
Iterationcurrent

Iterationtotal

� �

ð44Þ

a ¼ amax � ðamax � aminÞ �
Iterationcurrent

Iterationtotal

� �

ð45Þ

b ¼ bmax � ðbmax � bminÞ � sin
p

2
�

Iterationcurrent

Iterationtotal

� �� �

ð46Þ

Results

The test system selected in this article is simulated on MATLAB run on Intel(R) Core (TM) i3-

3220 CPU at 3.30 GHz system having 8 GB RAM. The minimum cost achieved by the sixteen

variants of the APSO algorithm is shown in Table 2. It can be seen that APSO variant-16 gives

the best results compared with the remaining fifteen variants of APSO in terms of minimum,

maximum, average, and standard deviation of cost achieved for the CSTHTS problem, consid-

ered in this article. Fig 1 shows the convergence behavior of APSO variant-16 applied to the

CSTHTS problem.

The PSO variant (Improved PSO) applied to the CSTHTS problem gives the best-achieved

minimum result so far compared to the sixteen variants of APSO discussed in this article as

well as results reported in the literature, according to the reference [24]. However, the maxi-

mum, average, and standard deviation of the cost obtained by implementing Improved PSO
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are higher. Table 3 shows the comparison of the cost obtained by implementing Improved

PSO with APSO variant-16 for 50 trials. Tables 4 and 5 show the power flow and the minimum

cost obtained by implementing APSO variant-16 on the CSTHTS problem and Tables 6 and 7

show the power flow and the minimum cost obtained by implementing Improved PSO on the

CSTHTS problem. It can be seen that no constraint of the power system under consideration

has been violated. Fig 2 shows the convergence behavior of Improved PSO applied to the

CSTHTS problem.

Proper statistical tests are required to establish the superiority of one algorithm over the

other, according to reference [24]. So, non-parametric Mann-Whitney U test and parametric

Independent samples t-test have been performed using SPSS software on the data sets obtained

by running APSO variant-16 and Improved PSO for 50 trials. Results of the Mann-Whitney U

test have been presented in Tables 8 and 9 and results of the Independent samples t-test have

been presented in Tables 10 and 11. It can be seen that APSO variant-16 is statistically different

and better than Improved PSO thus superiority of APSO variant-16 over Improved PSO has

been established statistically. Table 12 shows the comparison of results achieved by

Table 2. Comparison of cost obtained by implementing 16 variants of APSO.

Variant. no Minimum ($) Maximum ($) Average ($) Std. deviation ($)

1 922329.424646790 922339.476833197 922332.983292443 2.139597945750570

2 922329.020515838 922334.796166299 922331.411276286 1.361088807162620

3 922328.309587081 922337.839284874 922332.355857353 2.032272933703020

4 922327.913035623 922480.083143976 922337.100608413 29.226889763077900

5 922327.709299195 922334.015275867 922331.044136979 1.560290880362930

6 922327.089041942 922333.380035461 922330.347735337 1.538656482837650

7 922326.308678703 922333.251583416 922329.538070115 1.654475638133620

8 922325.765024078 922332.480979352 922328.474060958 1.470186548807700

9 922325.698801677 922331.570833448 922328.615632545 1.420360604616600

10 922325.066543891 922331.353186634 922327.228495890 1.410966866808890

11 922324.774597344 922332.102952866 922327.486961129 1.543005745185750

12 922324.640787209 922475.393031006 922332.193065414 29.3062176480051

13 922324.623452044 922331.144321152 922327.026445323 1.466999848444430

14 922324.397350414 922328.697472803 922326.307872664 1.057550967469090

15 922324.381682261 922331.002347075 922326.720440887 1.247227232472900

16 922323.966688770 922328.357852968 922326.214371057 0.975084114589519

https://doi.org/10.1371/journal.pone.0261562.t002

Fig 1. Convergence characteristics of APSO variant-16 for the CSTHTS problem.

https://doi.org/10.1371/journal.pone.0261562.g001
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implementing APSO variant-16 and Improved PSO on the CSTHTS problem with the

reported results in the literature presented in reference [24].

Discussion

Sixteen variants of APSO and one variant of PSO (Improved PSO) have been applied to solve

the CSTHTS problem. All of them have been run for 50 trials and give better results than the

so-far best result of the CSTHTS problem which is 922335.6037 $, as found in literature,

according to reference [24]. It can be noticed that the APSO variant-16 is the same as that

adopted by the reference [24]. However, it was observed that by selecting the maximum and

minimum values of both α and β as 0.81 and 0.62 respectively, the results were significantly

improved, as presented in Table 2.

The minimum cost achieved by the sixteen variants and their standard deviations is

improved as compared to the improved APSO-3 results previously achieved and reported in

reference [24]. It can be observed that PSO in its improved version has achieved the so far best

result for the CSTHTS problem under consideration in this article, even better than APSO var-

iant-16. However, it can be observed in Table 3, that the standard deviation achieved by APSO

variant-16 is far better than Improved PSO.

Tables 8 and 9 give the Mann Whitney U test and Tables 10 and 11 give the Independent

samples t-test for the CSTHTS problem, between APSO variant-16 and Improved PSO.

Although, Improved PSO has given the nearest approximation to the global optimum solution,

however, the sixteen variants of APSO discussed are statistically far superior as compared to

Improved PSO, as their standard deviations are lesser, and their minimum is very near to the

best value achieved by Improved PSO. Also, the highest values of best cost achieved by sixteen

variants of APSO are far lesser than the highest value of best cost achieved by Improved PSO.

So, it can be concluded that sixteen variants of APSO are statistically different and superior in

performance for the greatest number of trials as compared to Improved PSO.

Fig 3 gives the comparison of the convergence behavior of the best trial of the four meta-

heuristic algorithms applied to the CSTHTS problem. Improved PSO and two variants of

APSO (APSO variant-16 and the variant applied in reference [24]) give almost the same con-

vergence characteristics for their best trial. Simple APSO, however, shows inferior perfor-

mance. Fig 4 gives the comparison of the minimum costs achieved by the APSO variant-16

and Improved PSO, for 50 trials. Though the nearest approximation to the minimum value is

achieved by Improved PSO, however, it is not much different from the minimum achieved by

the APSO variant-16. Moreover, the APSO variant-16 has statistically outperformed Improved

PSO.

There is a flaw in this benchmark CSTHTS problem that for some combinations of dis-

charge rates and volumes of reservoirs, the values of hydel powers come negative, according to

reference [27]. Since this is a non-pumped storage hydrothermal scheduling problem, these

negative values of hydel power mean nothing and therefore are fixed to zero value, according

to reference [28], and the power plant may be simply shut down during these intervals and the

water may be discharged out just as spillage water (spillage water does not produce hydel

power). This issue of the problem has been adopted previously as it is and all the research

Table 3. Comparison of cost obtained from APSO variant-16 and Improved PSO.

Algorithm applied Minimum ($) Maximum (S) Average ($) Standard. deviation ($)

Improved PSO 922320.6528 923506.5519 922623.8742 306.8276

APSO variant-16 922323.9667 922328.3579 922326.2144 0.9751

https://doi.org/10.1371/journal.pone.0261562.t003
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articles related to this CSTHTS problem, as mentioned in the literature, till date adopt the

same mathematical model, and thus the optimal scheduling is taken as it is.

Conclusion

An important case of the CSTHTS problem has been solved by implementing sixteen newly

proposed variants of the APSO algorithm and one newly proposed variant of the PSO algo-

rithm. The results achieved are better than the reported so far best results achieved by the

other algorithms, as found in the literature, according to reference [24]. The proposed algo-

rithms, not only helped to achieve the so far best approximation of the global optimum solu-

tion, but also they achieved it persistently in every repeated trial, i.e., by maintaining low

standard deviation, and in very economical computation time.

Fig 2. Convergence characteristics of Improved PSO for the CSTHTS problem.

https://doi.org/10.1371/journal.pone.0261562.g002

Table 8. Non-parametric Mann Whitney U test for the CSTHTS problem.

Test Statistics

Mann-Whitney U 750.000

Wilcoxon W 2025.000

Z -3.447

Asymp. Sig. (2-tailed) 0.001

https://doi.org/10.1371/journal.pone.0261562.t008

Table 9. Rank statistics of non-parametric Mann Whitney U test for the CSTHTS problem.

Ranks

Group N Mean Rank Sum of Ranks

APSO variant-16 50 40.50 2025.00

Improved PSO 50 60.50 3025.00

Total 100

https://doi.org/10.1371/journal.pone.0261562.t009

Table 10. Group statistics of independent sample t-test for the CSTHTS problem.

Group Statistics

Group N Mean Std. Deviation Std. Error Mean

APSO variant-16 50 922326.2144 0.9750841146 0.1378977179

Improved PSO 50 922623.8742 306.8276371 43.39198057

https://doi.org/10.1371/journal.pone.0261562.t010
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It can be concluded that APSO in its canonical as well as in improved form gives good

approximates to the global best solution and is easy to program. PSO also gives good approxi-

mates to the global optimum solution but on the statistical basis, it has been established that

statistically, the improved variants of APSO outperformed the improved PSO variant on the

CSTHTS problem, though, the improved PSO helped to achieve the so far best approximate of

the global optimum solution.

Table 11. Independent sample t-test for equality of means for the CSTHTS problem.

Independent

samples test

Levene’s test

for equality

of variances

t-test for equality of means

F Sig. t df Sig.

(2-tailed)

Means

difference

Std. error

difference

95% confidence interval

of the difference

Lower Upper

Equal

variances

assumed

83.742 .000 -6.860 98 .000 -297.659782 43.39219969 -383.770190 -211.549373

Equal

variances not

assumed

-6.860 49.001 .000 -297.659782 43.39219969 -384.859627 -210.459936

https://doi.org/10.1371/journal.pone.0261562.t011

Table 12. Comparison of cost obtained by implementation of different algorithms on the CSTHTS problem.

Algorithm Minimum cost ($) Average cost ($) Maximum cost ($) Computation time (sec)

FEP [7] 930267.92 930897.44 931396.81 NA

CEP [7] 930166.25 930373.23 930927.01 NA

IFEP [7] 930129.82 930290.13 930881.92 NA

GA [2] 932734 936969 939734 NA

IPSO [8] 922553.49 NA NA NA

APSO [9] 926151.54 NA NA NA

MAPSO [9] 922421.66 922544 923508 NA

DE [10] 923991.08 NA NA NA

BCGA [11] 926922.71 927815.35 929451.09 NA

RCGA [11] 925940.03 926120.26 926538.81 NA

EGA [12] 934727 936058 937339 NA

PSO [12] 928878 933085 938012 NA

EPSO [12] 922904 923527 924808 NA

MDE [13] 922555.44 NA NA NA

TLBO [14] 922373.39 922462.24 922873.81 NA

RCGA-AFSA [15] 922340 922362 922346 NA

MFO [16] 924455 925431 924836 NA

GWO [16] 924259 925210 924784 NA

PSO-ALNS [16] 923542 924025 923755 NA

CGWO-DA [16] 923259 923711 923444 67

SPPSO [17] 922336.31 NA NA 16

Canonical APSO [24] 922615.3048 923322.9877 924967.5195 80

Improved APSO [24] 922335.6037 922351.7587 922443.6 100

Proposed APSO variant-16 922323.9667 922326.2144 922328.3579 45

Proposed Improved PSO 922320.6528 922623.8742 923506.5519 34

https://doi.org/10.1371/journal.pone.0261562.t012
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Furthermore, it has been established that true statistical hypothesis testing is mandatory to

validate the superiority of one type of metaheuristic algorithm over the other type of metaheur-

istic algorithm for a given short-term hydrothermal scheduling problem.
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Fig 4. Comparison of minimum costs achieved by APSO variant-16 and Improved PSO for 50 trials for the

CSTHTS problem.
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