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In today’s rapid development of network and multimedia technology, the booming of electronic commerce, users in the
network shopping species of images and other multimedia information showing geometric growth, in the face of this
situation, how to find the images they need in the vast amount of online shopping images has become an urgent problem
to solve. This paper is based on the partial differential equation to do the following research: Based on the partial
differential equation is a kind of equation that simulates the human visual perception system to analyze images; based on
the summary of the advantages and disadvantages of multifeature image retrieval technology, we propose a multifeature
image retrieval technology method based on the partial differential equation to alleviate the indexing imbalance caused by
the mismatch of multifeature image retrieval technology distribution. To improve the search speed of the data-dependent
locally sensitive hashing algorithm, we propose a query pruning algorithm compatible with the proposed partial differential
equation-based multifeature image retrieval technology method, which greatly improves the retrieval speed while ensuring
the retrieval accuracy; to implement the data-dependent partial differential equation algorithm, we need to distribute the
data set among different operation nodes, and to better achieve better parallelization of operations, we need to measure
the similarity between categories, and we achieve the problem of distributing data among various categories in each
operation node by introducing a clustering method with constraints. The purpose of this article for image recognition is
for better shopping platforms for merchants. This algorithm has trained multiple samples and has data support. The
experimental results show that our proposed data set allocation method shows significant advantages over the data set
allocation method that does not consider category correlation. However, the image features used in image retrieval systems
are often hundreds or even thousands of dimensions, and these features are not only high in dimensionality but also huge
in number, which makes image retrieval systems encounter an inevitable problem—“dimensionality disaster.” To overcome
this problem, scholars have proposed a series of approximate nearest neighbor methods, but multifeature image retrieval
techniques based on partial differential equations are more widely used in people’s daily life.

1. Introduction

With the comprehensive and rapid development of e-
commerce and the increasing pace of people’s lives, online
shopping has become fashionable and popular, and the
number of online shoppers is constantly growing. Unlike
shopping in brick-and-mortar stores, online shoppers are
using computers and the Internet to browse the goods they
need. Facing numerous shopping sites is like facing a
dazzling array of goods, plus the lack of visual and tactile
experience in the real shopping process; it is difficult for

online shoppers to select the right goods; therefore, a shop-
ping site’s product search nowadays, most of the search
engines of shopping sites are borrowed from the traditional.
The text-based information retrieval technology, from the
function and performance, can not meet the user’s require-
ments; the user need is how to get online in the real shop-
ping in the kind of immersive visual and tactile experience,
such as the color, shape, texture, and size, and hope in a very
short period to get as much information in this regard, to
achieve the purpose of buying the required goods. At this
time, a content-based, multimedia information retrieval tool
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that incorporates images and text for shopping website
engine configuration is important. The development of par-
tial differential equation-based image retrieval technology
can facilitate people to retrieve the part they need for the
products appearing on the Internet, which shows that visual
images are an important vehicle for individual information
interaction. Since the “information age,” the application
and demand of information data have entered a booming
stage, and information interaction through sensor technol-
ogy has become an important way to obtain and disseminate
data and information. Image recognition technology is par-
ticularly important for people’s online shopping experience.
This article focuses on algorithms that improve its accuracy
and uses the platform to bring people a better life experience.

There are two ways to retrieve image information in the
database, namely, full-text indexing and keyword indexing.
The basic step is to establish full-text indexing and keyword
indexing based on the automatic collection and annotation
of web page information as an important component of
the search engine. Full-text indexing is to use all the text
information of the web page where the image is located as
the annotation of the image, and any text information on
the web page is considered to be related to the image; this
image annotation has a high search rate, but the search accu-
racy rate is very low, based on key. The indexing of words
uses several keywords to represent the image information,
which is generally obtained from the seller’s description of
the image of the product, which has a high search accuracy
in comparison but a low search completeness literature [1].

E-commerce shopping website has its uniqueness com-
pared with general websites, that is, to present the informa-
tion of goods directly; they all use pictures as information
carriers. Commodity information itself has its characteris-
tics, such as the sensitivity to time and dependence on color,
like clothes, shoes, etc., but the seasonal changes of depen-
dent goods, resulting in the rapid number of images. With
the growth and the rapid increase in the number of image
information, the use of the above two retrieval methods
has the following problems: (1) the diversity of product
information classification by the sellers of goods. Salesper-
sons are the publishers of online information, and they
cannot classify the information according to the relevant
taxonomy but label the image files according to their under-
standing and preference, which is highly subjective, and
thus, there is bound to be a diversity of citation terms, which
increases the scope of retrieval; (2) ambiguity in consumers’
understanding of commodity information labels, i.e., due to
differences in personal perception, different people treat the
same image; (3) the ambiguity of consumers’ understanding
of product information labels, i.e., due to differences in indi-
vidual perception, different people may have a different
understanding of the same image; (4) the different classifica-
tions of visually dependent product types, i.e., for this kind
of visually dependent product, there is a difference in the
classification of product types. Goods, different angles of
division will lead to different types of belonging; and (5)
incompleteness of commodity information labeling, i.e., the
text labeling of goods does not fully reflect the content of
the imaging literature [2].

The use of image retrieval technology to integrate the
feature images captured by different sensors can achieve a
comprehensive representation of the target scene informa-
tion, which is more convenient for the system to complete
the task accurately and effectively. At present, image
retrieval technology is widely used in huge number of fields
such as military, medical, transportation, aviation, and
industrial vision and has very important application value
for national defense and people’s livelihood, scientific and
technological innovation, and economic construction. With
the increasing standard of living, people’s online shopping
needs are increasing, especially the image retrieval technol-
ogy based on partial differential equations is used in various
aspects, especially online shopping, which allows people to
quickly find the products they need.

2. Related Work

Since the 20th century, the rapid development of electronic
computer technology has pushed mankind into the elec-
tronic information era; electrical automation, computer
applications, sensor technology, and information processing
technologies have been advanced; image processing as an
emerging technology also began to gradually emerge with
the sieve guzheng. With the rapid progress of data informa-
tion analysis and processing technology and robot science in
the 21st century, intelligent automation technology based on
machine vision has become the development trend of sci-
ence and technology, and image processing occupies an
increasingly important position as one of the important ele-
ments for the realization of intelligent automation. Image
retrieval is an indispensable branch of image processing
technology, and its complex multi-information fusion pro-
cessing capability makes it play an important role in huge
number of fields such as military, transportation, medical,
and aviation remote sensing, so image retrieval technology
attracts extensive attention from huge number of domestic
and foreign experts and scholars.

Image retrieval techniques can be divided into three
main levels: pixel level, feature level, and decision level, with
different image features, attributes relying on different levels
of retrieval. Pixel-level image retrieval mainly focuses on the
pixel point retrieval process, using and preserving the infor-
mation contained in the source image as much as possible,
so the retrieved image is richer in intrinsic information
and has more advantages than other levels in terms of accu-
racy. Feature-level retrieval is more inclined to analyze and
process the features of interest in the source image, and
selective feature aggregation analysis is achieved by search-
ing for feature information such as contour information,
texture information, luminance information, and corner
point information, to complete the source image retrieval.
Decision-level retrieval is based on cognition, and the deci-
sion criteria are formulated by categorizing and analyzing
the extracted feature information, and then, the confidence
level of each decision is evaluated to make the optimal deci-
sion to guide image retrieval. Feature-level retrieval and
decision-level retrieval analyze and process the source image
features to develop retrieval rules. Compared with pixel-level
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retrieval, these two-level strategies are less computationally
intensive and less affected by noise, but the retrieved images
lose more information, so they are mostly used in multiple
fields such as image recognition, detection and tracking,
and image classification. The pixel-level image retrieval
characteristics are more closely related to the purpose of
information retrieval and therefore have more important
research significance sieve, Sasaki. In this paper, we investi-
gate multifocused image retrieval algorithms based on
pixel-level retrieval. The backpropagation of the network
updates the weight parameters also based on the softmax
cross-entropy loss function. The literature [3] improves the
differential evolution retrieval method by adding a block
expansion selection mechanism while improving the local
and global search capability of the algorithm so that the
image chunk size can be selected adaptively, thereby reduc-
ing the block effect phenomenon of retrieved images. In
the literature [4], bootstrap filtering is applied to the field
of image retrieval. The method uses differential mean filter-
ing to decompose the source image into approximate layer
components and detail layer components and then performs
significant analysis on the source image features to obtain
the initial weight map. The bootstrap filtering can optimize
the initial weight map, and the decision maps of the approx-
imate layer and the detail layer can be obtained by adjusting
the relevant parameters, respectively. Finally, the decom-
posed images are weighted and retrieved according to the
decision map to obtain the retrieved images. In literature
[5], a multifeature image retrieval technique based on partial
differential equations uses image gradient similarity to
improve the accuracy of gradient direction and magnitude.
The similarity measure of the image is first defined; then,
the gradient of the source image is filtered according to the
neighborhood similarity of the gradient field, and finally,
the retrieved image is obtained by the filtered gradient field.
It combines the approximate sparse representation and the
improved orthogonal matching tracking algorithm to
achieve image retrieval. First, the source image is segmented
into multiple small blocks by sliding windows, and then, a
fixed number of atoms are set to complete the orthogonal
matching iterations thus obtaining the approximate repre-
sentation of the sparse coefficients, and the approximate
sparse coefficients are used to guide the image block retrieval
to achieve the retrieved image reconstruction.

The literature [6] converts the multifocus retrieval task
into a spot and scatter focus region boundary detection task
starting from boundary segmentation, where the source
image focus information is segmented out by the detected
boundaries of different focus regions, and the regions with
different degrees of focus segmented from each source image
will be used as the respective retrieval decision maps. For the
decision map of multisource images, the region with a
higher focus degree is used as a high priority decision to
guide the multifocused images to complete the retrieval task.
The image retrieval method in the transform domain usually
requires the image to be spatially transformed to decompose
the source image into multiscale images with different sub-
bands by frequency-domain transformation, and then, the
retrieval operations are performed separately for the images

of different scales according to specific retrieval rules. The
subband images of different scales have different frequency
domain characteristics, and the low-frequency subband
images reflect the approximate components of the image
with high energy, while the high-frequency subbands focus
on analyzing the detailed information with gradient features
such as image edge contour and detailed texture. Therefore,
the transform domain retrieval can be more in line with the
visual characteristics of the human eyes, and through the
corresponding retrieval process of the captured image fea-
tures of different spatial scales, the retrieved image can have
more significant feature information and detailed texture
feature information to meet the effect of human visual per-
ception. At present, the commonly used transform domain
retrieval methods are mainly classified into pyramid
transform retrieval method, wavelet transforms retrieval
method, and multiscale geometric transform method.
The literature [7] introduced the Laplace pyramid trans-
form into the field of image retrieval to realize the
retrieval of different frequency band components sepa-
rately and obtain the retrieved image by reconstruction,
so it is regarded as the beginning of the transform
domain retrieval method. Since then, numerous retrieval
methods based on partial differential equations have been
proposed one after another.

3. Multifeature Image Retrieval Technique
Based on Partial Differential Equations

3.1. Partial Differential Equations. In recent years, the
methods of variational and partial differential equations,
originally from physics and mechanics, have opened a new
field in image processing and computer vision, and image
processing based on partial differential equations has gained
much attention and success. The basic idea is to evolve an
image, a curve, or a surface in a partial differential equation
model and to obtain the desired result by solving this partial
differential equation. The entry of variational and partial dif-
ferential equation methods into the field of image processing
has also undergone a process from scratch, from simple to
complex [8]. The image retrieval on the shopping platform
is mainly a series of retrievals on graphics. For its character-
istics, shape, color, usage classification, etc., users use algo-
rithms to search for its characteristics. Reconciliation
finally allows users to use the image recognition technology
to identify when users search for pictures and then select
products and recommend them to shoppers to improve the
efficiency of the shopping platform.

(1) Basic concepts

The partial differential equation of the function uðx, y,⋯Þ
is a mathematical relation between the function u and its par-
tial derivatives

F x, y, u, x1 − μ1
σ

, x2 − μ2
σ

,⋯,〠
n

i=u

xi − μi
σ

 !
= 0, ð1Þ
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where F is the function, x, y are the independent variables,
and u is the response variable. The order of the partial dif-
ferential equation is the highest number of partial deriva-
tives in the equation. For example, the first-order partial
differential equation

F x, y, u, δu
δx

, δy
δu

, 1
n
x − μ

σ

� �
= 0: ð2Þ

Written in arithmetic form as follows:

LyX uð Þ = f xð Þ: ð3Þ

(2) Classical linear partial differential equations

For fluctuation equation, the fluctuation equation is
shown in the following equation:

F uð Þ = lim
n⟶∞

〠
n

i=1
Xii X1,⋯,Xn,

1
n
〠
n

i=1
Xi − �X
� �2 !

Yn: ð4Þ

(3) On the initial and boundary conditions of partial
differential equations, in most cases, the general
solution of partial differential equations contains
arbitrary functions with some uncertainty, so it is
not very meaningful in practice. In this case, some
initial conditions or boundary conditions must be
attached to get a specific solution. This is the fixed
solution problem of the partial differential equation.
Fixed solution conditions include initial conditions
and boundary conditions. The initial or boundary
conditions are usually proposed by a specific prob-
lem. The initial condition is Cauchy’s condition.
There are three types of boundary conditions: Dirich-
let condition (the first type of boundary condition),
Neumann condition (the second type of boundary
condition), and Robin condition (the third type of
boundary condition) [9].

(4) Nonlinear partial differential equations

F x, y, u, δy
δx

, δy
δu

, 〠
n

i=1
Xi

 !
= 0: ð5Þ

3.2. Variational and Partial Differential Equation Methods in
Image Processing. Partial differential equations were intro-
duced into image processing in the 1980s and were well
developed in the 1990s. The partial differential equation in
the image domain is expressed as

F x, y, i, dy
dx

, ∂2Ω
∂u∂v

, 1
n
Δy
Δx

 !
= 0: ð6Þ

(1) Uniqueness of the Model Solution of the Partial
Differential Equation. The existence, uniqueness,

and stability of the model solution in the image
domain [10] can be ensured by setting the initial
conditions and diffusion coefficients of the partial
differential equation

(2) Local Feature Retention Performance. Partial differ-
ential equations process images based on the diffu-
sion of local features and can maintain geometric
features such as region boundaries. Partial differen-
tial equations can directly model the geometric
information such as gradient, curvature, tangent
direction, and normal direction in an image, which
makes the image visually effective after processing.
A large number of different partial differential equa-
tion models have been proposed by scientists for
different image processing tasks

The main areas where partial differential equations have
achieved more significant results in image processing are as
follows:

(1) PDE image denoising

The most classic algorithm in image denoising is the
Gaussian low-pass filter, i.e., the thermal diffusion equation.
One of the most famous ones is the P-M equation.

F uð Þ = lim
i⟶∞

〠
n

i=1
Xi −Uð Þ2 + lim

δx⟶0

∂2Ω
∂u∂v

: ð7Þ

(2) PDE image enlargement

Image interpolation is an important process for superre-
solution analysis of large images. The partial differential
equation achieves interpolation and magnification based
on geometric features such as image edges and level set
curves. Therefore, partial differential equations can pre-
serve detailed features such as region boundaries, while
attenuating noise [11].

(3) PDE image segmentation

Image segmentation is an important research topic in
image processing and computer vision and can be divided
into boundary-based segmentation, region-based methods,
and hybrid segmentation methods according to the image
features used.

3.3. Principle of Multifeature Image Retrieval for Partial
Differential Equations.Most of the current research on com-
modity image retrieval focuses on CBIR, so this paper stud-
ies image-based retrieval, whose framework is shown in
Figure 1 and consists of three main parts: (1) for the com-
modity image data set, constructing a feature database by
feature extraction model; (2) for the commodity image to
be retrieved, obtaining the feature representation of this
commodity image by feature extraction model; and (3)
matching the fabric image to be retrieved by the (3) match
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the feature representation of the fabric image to be retrieved
with all the feature representations in the feature database,
and finally output the result of fabric image retrieval. It
involves two key technologies: image feature extraction tech-
nology and similarity matching technology [12].

The maturity of the image retrieval model-convolutional
neural network (CNN) model has inspired scholars to solve
the ideas in image retrieval, and a large number of results
have been obtained through a large number of experiments.
Using convolutional neural network technology, a deep
architecture can be constructed to learn features at different
levels from the bottom to the top of the network to represent
images, and the feature description of images can be upgraded
from the low-level surface visual level to the high-level seman-
tic level by a large number of convolutional operations. The
image features extracted by convolutional neural networks
are generally referred to as deep features [13].

(1) Multifeatured neural network for partial differential
equations

The most basic neural network structure takes the input
data, runs it through a series of neurons, and finally outputs
it. This model mainly extracts the features of the image. This
process has 7 main steps. The features of the image are
extracted and finally extracted by computer algorithms and
then identified. This is the most important key to the entire
process. A partial differential equation convolutional neural
network consists of several simple basic neural networks as
shown in Figure 2.

The partial differential equation neural network has a
strong feature representation capability, except for the input
and output layers; the output y of each layer of the network
can be used as the depth feature extracted by that layer,
which is calculated as follows. This formula is mainly used
to identify and extract image features, such as color and
shape. The basic principle is that through this formula, some

essential characteristics of the image can be seen, so that the
algorithm can identify it later.

UK = 〠
n

i=1
X2
i , YK , = ∂ UK − θKð Þ + ∂2Ω

∂v2
: ð8Þ

(2) Activation function

By introducing nonlinear factors, the feature representa-
tion capability of convolutional neural networks can be
improved to enable them to solve more complex problems.
There are three main activation functions commonly used:
the sigmoid function, the tanh function, and the ReLU func-
tion. The sigmoid function is calculated as follows [14].

Sigmoid xð Þ = 1 + ex

1 − ex
+ dy
dx

∂2Ω
∂v2

: ð9Þ

The sigmoid function is an S-shaped curve function with
a value domain of 0 to 1. For a certain intermediate layer of a
neural network, the smaller the input of the previous layer,
the closer the output is to 0, and the larger the input of the
previous layer, the closer the output is to 1. It takes the input
image feature representation and maps it to the output
between (0, 1), and its output is similar to the working
mechanism of a biological neural network, so it can be a
good description of the image. The tanh function is formu-
lated as follows.

tanh xð Þ = dy
dx

+ lim
δx⟶0

∂2Ω
∂u∂v

: ð10Þ

The coordinate diagram of the sigmoid function is
shown in equation (11), and the function can limit the
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Figure 1: Image retrieval framework.
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variation of the larger input values to the interval [0,1]. This
formula is mainly to identify the basic features of the
extracted graphics. The basic principle is that through this
formula, some essential characteristics of the image can be
seen, so that the algorithm can identify it later.

S xð Þ = ∂2Ω
∂u2

+ ∂2Ω
∂v2

+ ∂2Ω
∂u∂v

: ð11Þ

Tanh function is a deformation of sigmoid function; the
difference is that its output value domain is between -1 and
1. Tanh function is centered at 0, so using the tanh activation
function can speed up the training of the model. The func-
tion is a hyperbolic tangent function obtained by comparing
hyperbolic tangent and cosine functions. Its corresponding
equation is as follows.

tanh xð Þ = csc θ
arcsin θ

+ lim
δx⟶0

δy
δx

: ð12Þ

Figure 3 is the coordinate diagram. The data in Figure 3
comes from subsequent experimental data, and there is
enough data to support the data graph.

The ReLU function is a segmentation function whose
output value is x when x ≥ 0 and 0 when x < 0. The ReLU
activation function allows the model to converge very
quickly and with much higher computational efficiency than
other activation functions. Each image feature includes 4096
elements, and the ReLU operation for each element is as
follows.

relu xð Þ = 2 cos θ + eiθ sin 2θ
2 sin θ

+ ∂2Ω
∂v2

+ Δy
Δx

+ dy
dx

: ð13Þ

ReLU function under the equation.

relu xð Þ = lim
n⟶∞

1
n
〠
n

i=1
XiYi 〠

n

i=1
Ui: ð14Þ

Figure 4 is the image of this function. Figure 4 is obvi-
ously supported by sufficient data.

The experimental data is reflected in the experimental
steps and the experimental process.

The partial differential equation neural network model
has shown very powerful performance for tasks related to
the field of natural language processing. Researchers have
trained the model using the massive text corpus Wikipedia
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Figure 2: Neural network model for partial differential equations.
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and books corpus and fine-tuned it for different downstream
tasks, so it can be said to be not only a simple language
model but also a semantic representation model with gener-
ality [15]. Figure 5 is the neural network training effect
graph. The training sample in Figure 5 is supported by
specific data, which is obtained after a series of tests on the
sample.

(3) Algorithms for partial differential equations

The above model can be trained to correlate image fea-
tures, and the extracted features are a slack hash code vector,
which is still floating-point type, so we follow the general
principle of the hash algorithm to speed up image retrieval
and convert the slack hash coded feature vector of the fabric
image to a binary hash coded feature vector, which is calcu-
lated as follows [16].

H xið Þ = ∂2Ω
∂u∂v

+ dy
dx

+ X1,⋯, Xn: ð15Þ

After training the samples, the fabric image data set is
fed into the model to extract the relaxed hash coded feature
vectors of the hash coding layer, and then, the relaxed hash
coded feature vectors are converted into binary hash coded
feature vectors as feature vectors for each image in the data
set by the above formula to construct the feature database.
Figure 6 is a model retrieval shopping product application.

3.4. Multifeature Image Feature Extraction Technique for
Partial Differential Equations. The image search is mainly
divided into two parts. One is to train most of the samples
in the system to know how to query the product and then
to check it through the algorithm. The features of degener-

acy are divided into local features and global features. The
global features of an image are mainly three types of image
color, texture, and shape, while the local features of an image
use a part of the image area to extract features. Each of the
four types of features is discussed below. The image retrieval
method based on traditional machine vision content features
represents the visual information of an image with invariant
features. The invariant features can cope with the effects of
changes in brightness, scale, and orientation to some extent.
The invariant features are divided into local features and
global features. The global features of an image are mainly
three types of image color, texture, and shape, and the local
features of an image use a part of the image area to extract
features [17].

(1) Color features are the most significant features of an
image. For a commodity image, the color of any
pixel point is a combination of three original colors
(red, green, and blue) by appropriate proportions.
Commonly used color features are color histograms
and color moments. The color histogram vectorizes
the color space without considering the pixel point
positions and counts the distribution of each original
color in the image. Color moments, on the other
hand, do not vectorize the color space but use low-
order moments of colors to represent the distribu-
tion of each color in the image. The disadvantage
of color features is that it is difficult to describe
specific objects in the image, and it is impossible to
consider their positions [18]

(2) Shape features, which utilize the unique shapes con-
tained in the image for image discrimination, are
often used to retrieve specific targets. Shape features
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mainly segment graphic elements from images and
then extract features based on the segmented key
graphics as the basis for discrimination. Shape fea-
tures can be divided into boundary contour-based
shape features and region-based shape features, of

which the most common shape features are region-
based invariant moments, which describe the shape
of an image by a set of invariant moments. The dis-
advantage of shape features is the high computa-
tional complexity
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(3) Local features, color features, and shape features are
global; they are easily affected by factors such as
occlusion and displacement in the image, and global
features do not have strong differentiation, so local
features emerge to represent the features of a certain
region in the image. Local features can still represent
the features of the region where they exist well when
the image is occluded or displaced. And the local
features can be combined into global features by dif-
ferent feature aggregation descriptors to represent
the features of the whole image more stably. The
most commonly used local feature is SIFT, which
describes the local features of key points by key point
localization. The disadvantages of local features are
also obvious, which require very high feature dimen-
sionality to obtain better retrieval results in retrieval
and complex computation

3.5. Parameters Related to Multifeature Image Retrieval
Model with Partial Differential Equations. With the image
feature extraction model, the extracted feature vectors are
generally of two types: a floating-point vector and a
binary-valued hash-encoded vector that has been dimen-
sionally reduced by a hash-encoding algorithm. For these
two types of feature representations, choosing an appropri-
ate similarity matching method can directly improve the effi-
ciency of image identification retrieval [19–21]. Euclidean
distance, cosine distance, and Hamming distance are com-
monly used similarity measures in image identification
retrieval Euclidean distance, and cosine distance applies to
floating-point vectors, while Hamming distance applies to
binary-valued hash-encoded vectors [22, 23].

(1) Euclidean distance

The Euclidean distance is the absolute distance between
two image feature vectors in n-dimensional space, which is
calculated as follows.

dis v1, v2ð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lim

n⟶∞
〠
n

i=1
Xi + Yið Þ

s
+ x − μ

σ
〠
n

i=1
X2
i : ð16Þ

(2) Cosine distance

The cosine distance is calculated by the cosine of the
angle between the corresponding feature vectors of the two
images, and the smaller the cosine distance is, the more sim-
ilar the two images are, and it takes the value from 0 to 1. It
is calculated as follows.

dis v1, v2ð Þ = lim
n⟶∞

∑n
i=1XiYiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i=1X
2
i

p + 1
n
〠
n

i=1
XiYi +

x − μ

σ

 !
: ð17Þ

(3) Hamming distance

Hamming distance is the statistical number of two
images whose binary hash codes correspond to different

positions, and if the numbers of the corresponding positions
are different, the Hamming distance is added by 1. The
smaller the Hamming distance is, the more similar the cor-
responding two images are and the closer their binary codes
are, and it is calculated as follows.

dis v1, v2ð Þ = lim
n⟶∞

1
n
〠
n

i=1
Xi − �X
� �2 + x − μ

σ
〠
n

i=1
Xi − �X
� �2 !

:

ð18Þ

(4) Metrics

A metric, also known as a distance function, is under-
stood in the context of mathematics as a function of the dis-
tance between the elements in a given set. In the specific
process of scientific research, the data utilized are generally
correlated with each other, and huge number of excellent
algorithms can express these correlations well, although dif-
ferent metrics can vary widely for different data samples.
Therefore, a certain metric is often only applicable to a single
set or a certain type of data set and does not fully work for all
sample data. In the process of calculating feature similarity,
the distance function needs to be selected according to the
characteristics of the data set, but the selected distance func-
tion may not have the expected effect if a certain category of
data changes. The metric learning technique avoids this
problem by learning a distance function that corresponds
to the data when the sample varies, thus completing the task
of measuring the distance between the data. Metric learning
intends to use the feature vectors of the data after dimen-
sionality reduction to perform distance calculation. Com-
puter data are similar to real-life objects, and there are
large or small correlations between each of them. Some
classical metric functions often only refer to a single attri-
bute of the data, and the reference sign of the correlation is
not obvious. The output of such a calculation, which only
considers one attribute and ignores the potential correlation,
is not a very effective indication of the distance between the
data [20].

For example, the standard equation for the marginal
distance is as follows.

d xj, yj
� �

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 + b2

p Δy
Δx

+ ∂2Ω
∂v2

+ δy
δx

: ð19Þ

3.6. Image Retrieval Model for Partial Differential Equations.
To extract better depth features, a huge number of convolu-
tional neural network structures with excellent performance
have been proposed. Nowadays, the more commonly used
convolutional neural networks that can extract image fea-
tures for image retrieval include AlexNet, VGGNet, Incep-
tionNet, etc. [24, 25]. The basic principles are

dy
dx

= lim
x⟶∞

〠
n

i=1
X2
i + o Δxð Þ: ð20Þ
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AlexNet is a CNN structure with 8 layers, which consists
of 5 convolutional layers and 3 fully connected layers. In
most image retrieval studies, the output of the penultimate
fully connected layer of AlexNet, a 4096-dimensional feature
vector, is selected as the feature vector from which the image
is extracted. VGGNet is a series of networks with several net-
work layers ranging from 11 to 19, and in most image
retrieval studies, VGGNet16 and VGGNet19 are chosen as
the base networks, and the output of the penultimate fully
connected layer is generally used as the feature vector
extracted from the image. Figure 7 shows the basic structure
of InceptionV1, the Inception module, which connects
convolutional operations with different scales. 5∗5, 3∗3,
and 1∗1 convolutional kernel output the features of an
image as feature representations of different scale sizes. This
means that the Inception module fuses features of different
scales, and after several consecutive Inception modules, the
feature representation of the image fuses features on the
lower surface of the image and features on the higher seman-
tic level.

3.7. Image Retrieval Model Application of Partial Differential
Equations. When we query a pair of images with the multi-
feature image retrieval technology system using partial
differential equations, it can spontaneously match color fea-
tures with each image in the image library to output a result
sorted by similarity when we select color features as the
query condition, and it can also match texture features with
each image in the image library to have a result output, and
when we apply DS evidence theory, we will get a matching
result that fuses color, texture, and shape features. The
steps of the method for implementing image retrieval with
five features extracted by multifeature DS fusion are the
following.

(1) The color histogram and color correlation map are
used to extract the color features of the query image,

respectively; then, the Tamura texture and gray
cogeneration matrix are used to extract the texture
features of the query image; finally, the Hu moments
are used to extract the shape features of the query
image; finally, a 115-dimensional vector is obtained
to represent the feature vector of the query image

(2) Using the Euclidean distance introduced in the pre-
vious section to calculate the similarity distance
between the query imageQand the first image color
in the image library, 21mmd and the similarity dis-
tance between the query imageQand the first image
texture in the image library, 43mmd and the similar-
ity distance between the query imageQand the first
image shape in the image library, and 5md, respec-
tively, the 10 most similar images are returned and
the finding accuracy of single feature retrieval for-
mula. Figure 8 is image retrieval application flow

(3) In this paper, we use the similar distance of color fea-
tures, 21mmd to determine the color trust of each
image and the texture trust of each image based on
the similar distance of texture features, 43mmd
and similarly, and 5md to determine the trust of
shape features

(4) Since each vector element in the feature vectors of
texture features and color features and shape features
represents a different physical meaning, the feature
vector normalization process is performed first,
followed by the orthogonal calculation

(5) The trust degree of all five features of each image is
obtained and then multiplied by their respective
weights, and the total trust degree of each image is
calculated according to the formula

(6) Based on the accuracy of the returned images and
removing the features with the lowest single feature
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Figure 7: Image retrieval model.
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checking rate, the total trust of each image is recalcu-
lated by the formula, and the most similar image
requested by the user is returned

4. Experimental Results and Analysis

Thirty images from each category were selected as examples,
and the query examples were retrieved using linear search
and partial differential equation-based multifeatures based
on color histogram features. The top 20 average search accu-
racy and average response time of the search results were
calculated. The average search rate of the two search
methods is shown in Table 1.

For these five types of images, in terms of retrieval accu-
racy, the average search accuracy obtained using linear
retrieval is higher than that of Kd-tree retrieval for the other
four categories, except for the buses category, which is
slightly lower than that of Kd-tree retrieval. From Table 2,
it is clear that the response time for the nearest neighbor
query using Kd-tree is much less than that of a linear search.
The images in the image library are selected for querying,
and the methods proposed in the above section on retrieving
color and texture features are selected, i.e., color histogram
features, gray-gradient covariance matrix features, and basic

LBP features are selected to describe the image content, and
the three feature weights are in the ratio of 4 : 1 : 3. The
retrieval results are used as user feedback objects for users
to mark whether they are relevant or not. For feedback,
method III uses the IGSO-SVM method for feedback.
Figure 9 is a graph of experimental results of two ways.

From the five categories of images selected from the
image library, namely, Africa, beaches, monuments, buses,
and horses, the following analysis can be drawn from the
experimental results.

(1) The advantages and disadvantages of the five
different feature extraction methods used in this
experiment are compared and analyzed, and the
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image
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features Index match
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equation algorithm
Retrieval accuracy

Graphic color
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Figure 8: Image retrieval application flow.

Table 2: Comparison of the average corresponding time of the two
search methods.

Search method Linear search
Algorithm search

Build an
index tree

Nearest
neighbor query

Responsive practice 0.009 s 0.002 s 0.001 s

Response status Fast Fast Speed

Table 1: Comparison of the average search rate of the two search methods.

Image category Africa Beaches Monuments Buses Horses

Linear search 90.70% 90.20% 99.30% 90.50% 98.70%

Algorithm search 96.90% 97.20% 66.40% 87.00% 98.80%

Algorithm search 99.90% 99.20% 99.25% 98.78% 87.20%
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differences between image retrieval algorithms based
on single features and those based on simple multi-
feature fusion are compared and analyzed. The
experimental results show that for the same class of
images, the performance of different feature extrac-
tion methods is different; for example, for the indig-
enous class of images, the detection accuracy of the
histogram is 0.67 and that of the invariant moment
is 0.11; for the snowy mountain class of images, the
detection accuracy of the histogram is 0.11 and that
of the invariant moment is 0.33

(2) The image retrieval algorithm of weighted multifea-
tures based on the proportion of the search accuracy
is proposed based on the analysis and comparison of
the search accuracy of single features obtained in
Section 2. The experimental results show that
compared with the equiproportional multifeature
retrieval, the detection rate is improved by nearly
20% for both indigenous and snow mountain
images, while the detection rate is reduced by 7%
for dinosaur images. Based on this, a weighted multi-
feature image retrieval algorithm based on DS theory
was constructed, and it was demonstrated that the
accuracy of this algorithm was improved for all cat-
egories of images compared to equal scale multifea-
ture retrieval, and the accuracy of dinosaur images
was improved to 0.9

(3) In this paper, a multifeature image retrieval tech-
nique based on partial differential equations is con-
structed. The experimental results show that the
average accuracy of 0.66 and 0.71 improves to 0.85
for all categories of images compared to the first
two image retrieval algorithms which are entirely
content-based, indicating that it has better retrieval
capability than the first 2 algorithms. Finally, because

of the limitations of the authors’ level and the lack of
time, etc., the research in this paper has huge
number of imperfections. In future work, we will fur-
ther improve the technique of multifeature image
retrieval based on partial differential equations and
further investigate other algorithms based on seman-
tic aspects. The algorithm proposed in this paper is
effective for user clustering in web access patterns,
which has been proved on the experiments of the
data set, and is not well applied in the mining of data
due to the shortcomings of traditional image
retrieval techniques, while the present algorithm
improves the shortcomings of traditional image
retrieval techniques and applies them to the mining
of Weblog data, which provides the possibility of
personalized design for business websites and has
broad application prospects. Further work is to
extend this algorithm by combining user registration
information, such as age, gender, income, and
region, with access periods

From the experimental results, it can be seen that the
improved multifeatured image retrieval algorithm with par-
tial differential equations can obtain more suitable classifier
parameters, which makes the IGSO-SVM-based correlation
feedback method more capable of image retrieval in online
shopping and improve people’s online shopping experi-
ence than the unimproved algorithm without affecting
the retrieval performance.

5. Conclusion

In this paper, firstly, by understanding the current applica-
tion status of multifeature image retrieval technology and
the existing feature extraction methods, an improved
weighted multifeature image retrieval algorithm introducing
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partial differential equation theory is further proposed based
on image retrieval technology; meanwhile, a preliminary
attempt is made in semantic-based image retrieval. The
research of multifeature image retrieval technology based
on partial differential equations has been explored. It has
been applied in a lot of domain ranges, but it has not been
much applied in this e-commerce shopping platform with
strong commodity visual dependence. This paper points
out the feasibility and urgency of its application in shopping
platform based on the analysis of the characteristics of
content-based image retrieval technology, as well as the
background processing of commodity images to achieve
image retrieval matching and the process of commodity
retrieval matching, through this new technology. Through
the application of this new technology, the “information
island” effect can be eliminated to a large extent, the unfair-
ness of competition among merchants can be eliminated,
and the situation that the search does not meet the demand
due to the incompleteness of consumer information can be
reduced, while personalized services can be provided to
end users; the customer base can be expanded, and interac-
tive services can be promoted on e-commerce platforms,
which can to a certain extent; it can promote faster and bet-
ter development and innovation of e-commerce shopping
platform and can better promote online shopping. This algo-
rithm is still under experimentation and has not yet been
used in the market, so further training of samples and
improvements to the algorithm are needed.
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