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Introduction

The electrical performance of photovoltaic (PV) devices is 
measured under natural or simulated sunlight. One of the most 
crucial and difficult measurements is that of the incident irra-
diance [1]. This is typically done with a PV reference device, 
usually a solar cell. These devices are normally calibrated at 
standard test conditions (STC), which amount to 1000 W m−2  

total irradiance under a defined spectral irradiance (IEC 
60904-3 [2]) and PV device junction temperature of 25 °C. 
The calibration value at STC is taken as the reference point, 
and usually this is the only data point available from the cali-
bration of a PV reference device. While the most common 
testing of electrical performance of PV devices is also made 
at STC, the performance at other irradiances is of interest in 
the context of energy rating (IEC 61853-1 [3]). In the latter 
standard the power matrix requires measurements in the irra-
diance range from 100 W m−2 to 1100 W m−2. Normally 
the reference device is not calibrated separately at these dif-
ferent irradiances spanning roughly one order of magnitude. 
Rather a simple proportionality between incident total irradi-
ance and short-circuit current output of the reference device is 
assumed. This is called linearity of the PV (reference) device 
and methods for the linearity measurement are addressed in 

Measurement Science and Technology

Linearity of photovoltaic devices: 
quantitative assessment with N-lamp 
method

Harald Müllejans  and Elena Salis

European Commission1, Joint Research Centre (JRC), Ispra, Italy2

E-mail: harald.muellejans@ec.europa.eu and elena.salis@ec.europa.eu

Received 10 December 2018, revised 13 March 2019
Accepted for publication 21 March 2019
Published 10 May 2019

Abstract
The short-circuit current output of photovoltaic (PV) reference device is typically used to 
determine the incident irradiance of natural or simulated sunlight. Normally the PV reference 
device is calibrated at standard test conditions and other irradiances are calculated based 
on a proportionality assumption (termed linearity) between short-circuit current output and 
incident irradiance. Here the linearity of PV devices is newly defined including a quantitative 
correction for non-linearity (NL) when measuring incident irradiance. Linearity can be 
determined experimentally by the flux addition principle such as in the two-lamp method. The 
latter provides information about linearity between two irradiance levels which differ by a 
factor of two, but no information on linearity inside this interval. Here this concept is extended 
to the N-lamp method. It is shown that this provides more detailed linearity information with 
low uncertainty. Measurements were made with an 11-lamp steady-state solar simulator and 
showed a NL deviation of 2% in the irradiance range from 100 W m−2 to 1100 W m−2 for the 
PV reference cell tested. The method is easily implemented, provides detailed quantitative 
linearity assessment at low cost and can be considered a primary method for linearity 
assessment, as it does not require any reference device.
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a dedicated standard (IEC 60904-10 [4]) (hereafter linearity 
standard). Several other standards of the IEC 60904 series 
and IEC 60891 [5] call upon the linearity standard, essentially 
stating (explicitly or only implicitly) that for linear PV devices 
the proportionality calculation can be applied. However, there 
are two major problems with the current version of the lin-
earity standard. The first being that the definition of linearity 
considers a generic linear relationship between short-circuit 
current and irradiance whereas it should test for the direct 
proportionality of the two parameters. Secondly, linearity as 
defined by the standard is only a pass/fail test with an arbitrary 
limit of 2% deviation. This implies that by using a PV refer-
ence device which is classed as linear according to the cur-
rent version of the linearity standard could result in deviations 
of up to 2% in the measurement of the incident irradiance in 
electrical performance measurements of PV devices. This 
is outdated and undesirable as state-of-the-art measurement 
have a measurement uncertainty (UC) for incident irradiance 
well below 1% (with the lowest available of 0.25% [6]) in 
order to achieve uncertainties for the maximum power of PV 
modules in the range of 1% to 2%.

A similar problem arises in photometry, where the linearity 
of photomultipliers and photodiodes has to be determined. 
This is most commonly done with methods based on the flux 
addition principle, such as the two-lamp method. Essentially, 
the output of a detector is measured using two optical fluxes 
separately as well as their sum. A comparison of the measured 
outputs yields information about the linearity of the detector 
assuming that the optical fluxes add (for details see below). 
This does not require any reference device, and therefore can 
be deemed a primary method for determination of detector 
linearity.

The flux addition principle (also called superposition 
method) [7] has been implemented traditionally by using 
one light source and providing two (or more) effective light 
sources using for example apertures of defined size [7–10]. 
This was mainly because the light source has to have a high 
temporal stability, which requires special stabilising circuitry 
making each light source expensive, and therefore the number 
of light sources has been minimized (one source) [7]. In fact 
there are few examples of using multiple sources and those 
requiring more than two seem to have been abandoned [7], 
with only methods using two sources (hence the two-lamp 
method) being used.

The two-lamp method can be applied over a wide irradi-
ance range, typically several orders of magnitude. Various 
implementations can be found in the literature [11, 12] with 
sophisticated data analysis methods based on matrix algebra. 
Essentially the output of the detector with respect to the irra-
diance is modelled by a polynomial function [13, 14]. Each 
measurement gives a set of equations which can be used to 
determine the coefficients in the function. Typically, there 
are many more measurements than coefficients and therefore 
the problem is mathematically overdetermined and the coef-
ficients are determined minimizing the deviations (sum of 
squares).

The two-lamp method provides linearity information for 
an interval of irradiances spanning a range of a factor of 

two. Information over larger ranges can be obtained by com-
bining several measurements such that the lower irradiance 
of the next interval equals the combined of the previous, i.e. 
going towards higher irradiance (or the combined irradiance 
of the next interval equals single of the previous, i.e. going 
towards lower irradiance) [9, 15]. However, no information is 
obtained within a single irradiance interval. This is advanta-
geous in applications where information over a large range 
of irradiances (typical 5–6 orders of magnitude) is sought, as 
it limits the number of measurements required for spanning 
such a large range. However, in PV the linearity over an irradi-
ance range of one order of magnitude is of interest, preferably 
with detailed information within this range, but the two-lamp 
method only yields 3 to 4 data points.

The two-lamp method was introduced in PV by Emery 
(NREL) who described a suitable apparatus and procedure 
[16, 17]. It was designed as a qualitative test [18] and pro-
vides a series of data points for specific irradiance intervals 
without giving information about the linearity over the entire 
irradiance range. Based on the results presented [16], it was 
clear that the data from the two-lamp method could not be 
compared directly with the results of the differential spectral 
responsivity (DSR) method [19]. Nevertheless both methods 
were included in the linearity standard IEC 60904-10 [4] as 
equivalent, but it is conceivable that the two different methods 
will give opposing answers as to whether a PV device is linear 
or not; in fact the device tested here is one example of such a 
case [20]. Recently a simple data analysis scheme for the two-
lamp method was proposed which provides this quantitative 
information about the non-linearity (NL) over the full range 
of measured irradiances [20], combining local non-linearities 
(one measurement) to a global NL (over the entire measured 
range). This allows comparing, over the entire irradiance range 
of interest, the results of the two-lamp method to those from 
other methods, for example from the DSR [21]. However, this 
does not solve the shortcoming of the two-lamp method of not 
providing information within an irradiance interval of a factor 
of two. This can only be addressed by using more/multiple 
light sources, in general named N-lamp method. Historically 
they seem to have been abandoned probably due to high invest-
ment, both in equipment (multiple lamps) as well as number 
of measurements [7]. However, it had already been pointed 
out that this is also accompanied by a lower uncertainty [10]. 
Therefore, the use of the flux addition principle with multiple 
(in this work: eleven) lamps is ideally suited to the application 
in PV where linearity information over a limited range (one 
order of magnitude) with higher detail and low uncertainty is 
required. One aspect mainly overlooked in the literature is that 
the N-lamp method gives more information within a spanned 
irradiance range. Normally the parameters examined are the 
total range spanned, the number of measurements required 
and the uncertainty of the linearity [10].

The current work aims to improve on these shortcomings 
in several ways. Firstly a framework for quantitative infor-
mation about the linearity of the short-circuit current versus 
incident irradiance for PV devices is developed based on the 
physical principle of proportionality between them. The NL is 
treated as a quantitative parameter and no arbitrary limits for  
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pass/fail are required. Based on this an explicit correction can 
be applied for correcting the irradiance as determined from 
the short-circuit current from a non-linear PV device. Then the 
mathematical framework for obtaining this information from 
an N-lamp method (here N  =  11) is described. Finally exper-
imental results are presented by applying the method to a PV 
reference cell which has a certain degree of NL. The uncer-
tainty of the linearity information is derived and presented.

Materials and methods: experimental

Device under test (DUT)

A PV reference cell of crystalline Silicon with an active area 
of 4 cm2 encapsulated in a world photovoltaic scale (WPVS) 
package [22] was tested (ESTI laboratory code: SD74). 
The cell had been previously measured [20, 21] within the 
PhotoClass project [23]. The calibration value CV at STC of 
the cell is known to be (124.17  ±  0.60) mA, which will be 
used as the reference point for the linearity assessment below.

Solar simulator and measurements

The large-area steady-state solar simulator APOLLO at the 
European Solar Test Installation (ESTI) was used to perform 
the measurements. The simulator consists of 11 nominally 
identical Xenon high-pressure arc-discharge lamps which 
provide simulated sunlight over an area of 2 m by 2 m with 
class AAA (IEC 60904-9 [24]). Each lamp illuminates the 
entire target plane by superimposing multiple images of the 
source [25]. After switch-on and a warm-up time of 30 min 
the irradiance provided by the lamps is stable according to 
IEC 60904-9 (detailed data on stability are presented with 
the results). The DUT was placed slightly ahead of the usual 
target plane such that a total irradiance of 1100 W m−2 was 
reached, each lamp contributing about 100 W m−2 on average. 
In this way the range from 100 W m−2 to 1100 W m−2 was 
covered in steps of approximately 100 W m−2 by using a suit-
able number of lamps.

Each of the 11 lamps is equipped with a shutter, which 
can be individually opened or closed from the remote con-
trol computer and which thereby allows the light generated by 
single lamps to reach the DUT or not. It takes about 20 s for the 
shutter to move from one position to the other. Additionally, 
between the lamps and the DUT a curtain is installed that can 
be remotely opened and closed in less than 2 s and is useful 
to shield the DUT while shutters are operated. The DUT 
is mounted on a Peltier cooler with feedback regulating its 
temper ature to (25  ±  0.5) °C even when the irradiance is rap-
idly changing due to opening or closing of lamps.

For the two-lamp method measurements, the short-circuit 
current of the DUT is amplified by a proprietary transimped-
ance amplifier maintaining the device in short-circuit condi-
tions. The output voltage was measured by a calibrated digital 
storage oscilloscope, whose voltage scale is adjusted for each 
acquisition run in order to accommodate the highest expected 
signal from the DUT. Once the data acquisition is started, 

the lamps are opened and closed while a trace is recorded. 
Typically, each condition of illumination is held for one 
minute, showing a plateau in the data versus time. In the data 
analysis the average value of each plateau is determined by 
simple arithmetic averaging. The background stray light inside 
the darkroom is measured (with room lights off, all simulator 
lamps on, all lamp shutters closed and the curtain open) and 
subtracted from each individual measurement. However, the 
background is more than three orders of magnitude smaller 
than the signal induced by a single lamp and could therefore 
simply be neglected.

Using the individually controlled shutters, suitable sub-sets 
of the 11 lamps total were used, examples are shown in figure 1. 

Figure 1. Traces acquired by digital storage oscilloscope showing 
example measurements of (a) two-lamp, (b) seven-lamp and (c) 
11-lamp measurements. The first two yield one data point each, 
whereas the last consisting of the ‘staircase’ plus the signals of 
all individual lamps provides a full data set. In (b) the standard 
deviation of the short-circuit current within the plateau is in the 
range 0.20% to 0.25% for the single lamps and less than 0.06% 
when the seven lamps are used together.

Meas. Sci. Technol. 30 (2019) 065008



H Müllejans and E Salis 

4

The two-lamp method using lamp #1, lamp #2 and both of 
them together (#1 and #2) (figure 1(a)) and the seven-lamp 
method with individual signals from each of the seven lamps 
as well as from them combined (figure 1(b)) would each yield 
one data point for NL assessment. The full measurement with 
11 lamps consists of two traces (figure 1(c)) (acquired one 
after the other), the first showing the signals from all eleven 
lamps, then ten lamps and so forth down to one lamp and the 
second recording the signals from all eleven lamps individu-
ally. This ‘staircase’ measurement yields a full set of data 
points to determine the NL over the entire range (see below).

Theory and data analysis

Linearity

For a perfectly linear PV reference device the short-circuit 
current ISC output is proportional to incident irradiance, so that

ISC =
ISTC

1000 W m−2 G =
CV

1000 W m−2 G (1)

where the expected short-circuit current ISC is calculated 
based on incident irradiance G and the calibration value CV 
of the PV reference device equals the short-circuit current at 
STC, ISTC. By using Gref instead of 1000 W m−2 it can easily 
be generalized to calibration values at other conditions. A 
practical reference device might exhibit a NL which is the 
deviation of the measured short-circuit current Imeas from that 
expected according to equation (1), at some irradiance G other 
than STC:

NL (Imeas) =
Imeas − ISC

ISC
=

Imeas

CV
1000 W m−2

G
− 1. (2)

By this definition the reference point at STC has no NL, i.e. 
NL(CV)  =  0.

In measurements of PV device performance the incident 
irradiance is calculated from equation (1) using the measured 
short-circuit current Imeas of the reference cell as ISC. If quanti-
tative information about the NL according to equation (2) is 
available for the range of Imeas (i.e. G) of interest, the irradi-
ance corrected for the NL can be obtained as:

G =
1000 W m−2

CV
Imeas

1 + NL (Imeas)
=

1000 W m−2

CV
Imeas

R (Imeas)
 (3)
with a correction factor R(Imeas). Please note the similarity of 
equation (3) with that for spectral mismatch correction in IEC 
60904-7 [26]. Furthermore, equation (3) can be used to con-
vert NL information as a function of Imeas to the irradiance 
scale, i.e. as a function of G, by simply calculating the irradi-
ance corresponding to a given Imeas.

Below, it will be shown how to obtain the correction factor 
R from the two- and N-lamp methods.

Two-lamp method

In the two-lamp method lamps #1 and #2 providing (roughly) 
equal irradiance (G1 or G2) are used to illuminate the PV 
device by each lamp singularly and with both lamps together 

(irradiance G12) and recording Imeas in each case. The back-
ground Iroom due to stray light has to be measured separately 
and subtracted from each individual measurement. In the fol-
lowing, it is assumed that this is done for all measurements.

For a perfectly linear device the sum of the two individually 
measured photocurrents I1 and I2 will be equal to the photocur-
rent I12 measured under full irradiance, so that the ratio R:

R(I12) =
I12

I1 + I2
 (4)

equals the value 1. In practical devices R differs from 1 and 
equation (4) gives the relative correction factor in equation (3) 
at the short-circuit current I12 with respect to (the reference 
point) Iave [8]:

Iave =
I1 + I2

2
. (5)

The reference point is assigned the value of R(Iave)  =  1. 
The relative correction factor at the short-circuit current Iave 
with respect to I12 is just the inverse, i.e. R (Iave) =

I1+I2
I12

 and 
R(I12)  =  1. The NL between the two is simply the deviation of 
R from the value of 1, again analogous to spectral mismatch 
correction in IEC 60904-7 [26] which is also typically a value 
near 1 and the deviation from this is called the spectral mis-
match error.

In the two-lamp method further measurements are taken such 
that the individual induced Imeas of a single lamp equals that of 
both lamps in the previous step (going up in irradiance) or such 
that the induced Imeas of both lamps equals that of a single lamp in 
the previous step (going down in irradiance). This can be achieved 
by varying lamp intensity (varying lamp power, use of mesh or 
neutral density filters or precision apertures of varying sizes as 
well as distance to the sources). The overall correction factor for a 
larger range is then simply given by the product of the correction 
factors for each single step in irradiance [9, 15]. Correction fac-
tors for intermediate values of Imeas can be obtained by suitable 
interpolation between the measured data points R. However, such 
interpolation assumes a linear (or other, if reasonable from the 
overall data set) variation of linearity within an interval, as in the 
two-lamp method there is not (and cannot be) any information 
inside an interval of factor two. The N-lamp method presented 
below overcomes this fundamental problem.

N-lamp method

The extension to the N-lamp method is obtained by measuring 
all N (here 11) lamps singularly and then measuring combi-
nations (at least one each) of two, three, …, N lamps. In this 
way, the irradiance range from one lamp (here 100 W m−2) to 
N lamps (here 11 corresponding to 1100 W m−2) is covered 
in roughly equal steps (here of 100 W m−2). The assumption, 
which is valid in our case, is that all N lamps give about the 
same irradiance level on the test plane. All measurements 
are referenced to a single point, the average irradiance of the 
lamps (around 100 W m−2):

Iave =

∑n
i=1 Ii

n
 (6)

Meas. Sci. Technol. 30 (2019) 065008
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so that all points are referring to roughly the same reference 
points Iave. The quantity n represents the number of lamps 
combined to achieve the irradiance level from 100 W m−2 to 
1100 W m−2. The correction factor with respect to this refer-
ence point is then

R′(In) =
In∑n
i=1 Ii

 (7)

using the prime to indicate that this is not the final correction 
factor. In fact the function R′ has to be normalized by dividing 
through the value of R′(CV) (obtained by suitable fitting of a 
function to R′)

R(I) =
R′(I)

R′(CV)
 (8)

such that R(CV)  =  1.

Results

Linearity with N-lamp method

Based on the trace shown in figure  1(c) the data points of 
the function R′ were calculated with equation (7) (figure 2). 
For this, all possible combinations of n lamps (from n  =  2 
to n  =  11) were used. For each of them the reference point 
R′(Iave)  =  1 is referring to a slightly different value of Iave, 
so that the leftmost point actually consists of ten individual 
points, which however overlap almost perfectly.

Next, a quadratic function was fit to the R′ points and 
the value of R′(CV) determined and used for normalization 
according to equation  (8). The points R were so calculated, 
which refer to the CV of the device.

UC analysis

The UC analysis (see table 1) is based on the already estab-
lished UC analysis [1] of I–V curve measurements on the 
APOLLO solar simulator. Most components of the I–V’s UC 

analysis are not relevant for the linearity UC because they 
cancel out in the two-lamp method, since they are common to 
all measurements (e.g. Orientation of DUT). In particular the 
spatial non-uniformity of the irradiance is irrelevant during 
the assessment of linearity of a single reference cell (for 
more details see discussion). The remaining components are 
the UC of the data acquisition system and of the transimped-
ance amplifier as well as contributions connected to DUT 
temperature (temperature indicators, deviation of measure-
ment conditions from 25 °C and difference in temperature 
between temperature sensor and p-n junction). Furthermore, 
the NL of the transimpedance amplifier and the lamp stability 
were added as additional components here for the specific 
case of linearity assessment. They are not normally relevant 
during I–V curve measurement because there the irradiance 
is measured by a reference cell for each data point of the 
curve and then corrected point by point. For the two- or N-
lamp methods, instead, the stability of the lamps between the 

Figure 2. Ratio determined from measured trace shown in 
figure 1(c) according to equation (7) (R′) and equation (8) (R). The 
upper points (blue diamonds) show the R′ with the fitting quadratic 
function. From the latter the value of R′(CV) (the green square 
labelled REF) is calculated and used to normalize all the data points 
and the fitted function (lower data set). The UC shown are based on 
the analysis in the following section.

Table 1. UC budget analysis for linearity measurement.

Standard uncertainty  
component

Standard 
UC Distribution

Short-circuit 
current

Type 
(A/B)

Gaussian/
rectangular

%

Data acquisition system B G ±0.023
Trans impedance amplifier 
for reference cell

A G ±0.006

Linearity of trans impedance 
amplifier

A G ±0.015

Combined standard  
electrical UC

  ±  0.03

Temperature indicators B R ±0.003
Measurement conditions: 
DUT temperature

B R ±0.014

Difference p-n  
junction/sensor for DUT

B R ±0.014

Combined standard 
temper ature UC

  ±  0.02

Non-uniformity of spatial  
irradiance

B R ±0.000

Orientation of device under 
test and reference device

B G ±0.000

Alignment of device under 
test and reference device

B R ±0.000

Combined standard  
optical UC

  ±  0.00

Calibration of reference  
device

A G ±0.000

Determination of spectral 
mismatch correction factor

B G ±0.000

Reference cell drift A G ±0.000
Combined standard  
reference device UC

  ±  0.00

Standard solar simulator 
lamp stability UC

A G   ±  0.15

Combined standard UC ±0.15
Expanded combined UC 
(k  =  2): UC1

  ±  0.30

Meas. Sci. Technol. 30 (2019) 065008
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measurement with the single lamp and the one in which it is 
used in combination with other lamps is relevant. This comp-
onent was deduced from repeated measurements of the same 
lamp. The average standard deviation for the lamp stability 
(repeatability) is 0.1% (k  =  1) or less for most lamps, but it 
ranges up to 0.2% for some lamps (two or three). A value of 
0.15% (k  =  1) is used for lamp stability in the following. This 
is a conservative estimate, because, when using more than 
one lamp, it is likely that at most one of them has the higher 
UC of 0.2%. Therefore, only in the case of two lamps (one 
having 0.1% and one having 0.2%) is the overall UC (0.223%) 
slightly larger than assuming two lamps (having each 0.15%) 
yielding 0.21%. For all other n, starting with n  =  3, the esti-
mated uncertainty based on all lamps having an uncertainty 
of 0.15% is larger than assuming one lamp with 0.2% and all 
other with 0.1%. This also remains true when two lamps out 
of five or more have the higher UC of 0.2%. Table 1 summa-
rizes the UC for the measurement of the short-circuit current 
induced in the DUT by a single lamp, yielding an expanded 
combined UC (UC1) of 0.30%.

As evident from table 1 the overall uncertainty is entirely 
dominated by the stability of the lamps, which is due to 
random fluctuation. Assuming that the irradiance fluctua-
tions of various lamps are uncorrelated, the absolute UC will 
increase with the square root of n, but since the irradiance 
increases proportionally to n, the relative UC (all UCs used 
here are relative UCs) of the irradiance produced by n lamps 
is simply

UCn (k = 2) =
1√
n

UC1(k = 2) (9)

with UC1 (k  =  2)  =  0.30% (table 1). This is true for both 
cases, where a mathematical sum is taken of individual mea-
surements of n lamps as well as when all n lamps illuminate 
the DUT simultaneously. Therefore, the UC of R′ (equation 
(7)) is:

UCR′ (k = 2) =

…
2
n

UC1(k = 2) (10)

with UC1 as before. On this basis, the UCs shown in figure 2 
were assigned for each data point R′ with the exception of the 
reference points (multiple points around 12 mA), which do not 
have any UC by definition. The size of UC decreases from left 
to right with increasing number of the lamps considered in the 
calculation for the data point. The UC for the normalized data 
points R were then calculated by assigning an UC of 0.14% to 
the value of R′(CV) (average UC of neighbouring data points) 
and calculating the combined UC by usual propagation.

The disadvantage of the approach so far is that 21 meas-
urements are required for the full set which takes typically 
40–50 min. As the lamp stability is the main UC component, 
it was investigated whether the stability is higher for meas-
urement times shorter than that. This is indeed the case, with 
lamp stability standard deviation of 0.07% (k  =  1). This 
offers the possibility to do measurements (for example by the  
two-lamp method) with lower UC.

This was investigated in more detail by repeating meas-
urements for the two-, three-, five- and seven-lamp method 

(figure 3) and served to establish whether the experimental 
variation of repeated measurements is consistent with the UC 
estimate made (equation (10)). Table 2 additionally also lists 
the experimental variability of a number of combinations using 
the two- and three-lamp method where each ‘virtual’ lamp is 
composed of a set of lamps. In the last two columns the exper-
imentally observed variability (UCexp, calculated as twice the 
standard deviation) is compared to the UC expected from the 
calculation above (UCcalc, based on equation (10)). Here, the 
value of 0.07% (k  =  1) was used for the lamp stability, as 
determined from a number of repetitions within the shorter 
time frame typical of the time required for these measure-
ments. Replacing in table 1 the value  ±  0.15% of the Standard 
Solar Simulator Lamp Stability UC with the value  ±0.07% 
derived experimentally, the Expanded Combined UC (k  =  2): 
UC1 in the bottom line of table 1 becomes  ±0.16% instead 
of  ±0.30%. For the 11-lamp method there is only one data 
point (table 2).

It is seen that in general the predicted UC agrees well with 
the experimentally observed, with some exceptions. They are 
attributed to the fact that some lamps are noticeably less stable 
than others. They increase the experimentally observed vari-
ability beyond the estimate made by the analytical expression.

In the following the average values of R′ will be used, with 
the respective UC for the mean, based on the exper imentally 
observed standard deviation divided by the square root of the 
number of repetitions, except for the single data point for 
n  =  11 which will be assigned the calculated UC. The var-
ious measurements can now be combined, for example from 
the (average) measured R′ for two lamps (1.004 97) and four 
lamps (using two sets of two lamps each, i.e. the two-lamp 
method with lamps #1 and #2 made of two lamps each) 
(1.006 10) the value of R’ for four lamps (1.011 10  =  1.004 97 
* 1.006 10) can be calculated. The uncertainty of the product 
is determined from the UCs of the two factors by usual 
propagation.

Combining all the information, we can calculate the R′ at 
all intensities and then normalize as before, with UC of 0.05% 
for the value of R′(CV) (average UCs of neighbouring data 
points). In figure 4 the final combined function R is compared 
with the results presented above (figure 2). The UCs of the 
combined results are noticeably lower, due to the repetition 

Figure 3. Repetition of the two-, three-, five- and seven-lamp 
method. The scatter of the single clusters is compared with the 
expected UC in table 2.
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and averaging of several measurements (corresponding also 
to higher effort). Both results agree well within their respec-
tive uncertainties. Also, the double data point at n  =  6 (i.e. 
triangles at about 600 W m−2) for the combined results, based 
on measurements with two sets of three lamps and three sets 
of two lamps respectively, agree with each other. From that, 
it can be also derived that the method is sensitive to the slight 
difference between the two groups of six lamps used for the 
two separate sets of measurements.

Discussion

The determination of the NL of a PV reference cell with the 
N-lamp method was presented including an analysis of the 
measurement UC and its experimental verification through 
repeated measurements. In the 11-lamp method the uncertain-
ties ranged from 0.14% to 0.33%, which is significantly lower 
than the observed NL deviation of more than 2% over the irra-
diance range investigated. As the dominating component of 
the UCs (lamp stability) is of statistical nature, the UCs were 

verified by repetitive measurements. This showed agreement 
with the analytical predictions and was used to reduce the 
range of UCs to (0.06%–0.14%) simply by using the average 
from several equivalent measurements. The results from both 
approaches agreed within their respective UCs.

During the extensive measurements for this work, it was 
noticed that some lamps were significantly less stable than 
others. After a maintenance service, this condition changed 
in the sense that other lamps were somehow affected, but the 
individual lamps instability was not entirely eliminated for all 
of them. No special effort was made to avoid the less stable 
lamps, especially at the beginning of the campaign, and in par-
ticular for those measurements requiring a large number of 
lamps this would not have been possible anyway. The partly 
observed variability larger than expected is attributed to this 
cause. Therefore, only the UCs based on statistical evalua-
tion rather than on analytical prediction were used as they are 
deemed to be more realistic.

The UCs of the normalization factor were simply esti-
mated as similar to the UC of neighbouring data points. This 
could potentially be improved by using the UC as determined 
from the fit. The fit itself could be improved by using the 
UCs of the single data points as weighting factor, similarly 
as has been already standardized for linear fits [27]. However, 
this would make the procedure mathematically much more 
complex without significant reduction in the resulting UCs. 
Therefore, the simple approach here was preferred, which is 
also conservative.

Another approximation made is that the multiple refer-
ence points (figure 2) at 12 mA, coming from measurements 
with different groups of n lamps (with n from 2 to 11), are 
treated as being essentially at the same Iave when in reality the 
latter varies by about  ±4%. From the fit it was estimated that 
this corresponds to a contribution to the UC that is ten times 
smaller than the assigned UC and therefore negligible, again 
in the perspective of simplification.

Spatial non-uniformity of the irradiance and spectral match 
are secondary factors in the determination of NL. Spectral 
match may be relevant if the NL is spectrally selective, i.e. 
sensitive only in certain wavelength bands and not in others. 

Table 2. Experimental data on R′ repeatability compared to the analytical prediction. From the standard deviation (SD) of the data the 
experimental UCexp is calculated and compared to the UCcalc according to equation (10). The experimental UCexp of the average R′ is 
reported in the last column. For 11 lamps there was only one data point.

Method n
Average 
Iave mA

Average 
In mA Average R′

SD (R′) 
(k  =  1)

Repe-
titions

UCexp R′ 
(k  =  2) %

UCcalc R′ 
(k  =  2) %

UCexp ave R′ 
(k  =  2) %

2 * 1 2 12.62 25.37 1.004 97 0.000 69 21 0.136 0.160 0.030

3 * 1 3 12.40 37.51 1.008 41 0.000 83 8 0.166 0.131 0.059

2 * 2 4 24.77 49.84 1.00 610 0.000 51 12 0.102 0.113 0.029

5 * 1 5 12.39 62.78 1.013 37 0.000 37 11 0.074 0.101 0.022

2 * 3 6 37.43 75.35 1.006 57 0.000 77 10 0.154 0.092 0.049

3 * 2 6 25.04 75.89 1.010 09 0.000 48 8 0.096 0.092 0.034

7 * 1 7 12.23 87.15 1.017 97 0.000 41 4 0.080 0.086 0.040

2 * 4 8 49.68 100.07 1.007 07 0.000 35 9 0.070 0.080 0.023

3 * 3 9 37.48 113.77 1.011 93 0.000 74 7 0.146 0.075 0.055

2 * 5 10 62.69 126.32 1.007 48 0.000 31 7 0.062 0.072 0.023

11 * 1 11 12.41 139.44 1.021 62 NA 1 NA 0.068 NA

Figure 4. Ratio R with 11-lamp method (dots) (figure 2) compared 
to the combined results (triangles) as described in the text. The 
combined measurements have noticeably lower UC and less scatter 
due to the repetition. The x-axis has been converted into irradiance 
using equation (3). The error bars for the data points from the 11-
lamp method are identical to those in figure 2 but appear longer due 
to the change in the vertical scale.
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Spatial non-uniformity of irradiance together with spatially 
inhomogeneous sensitivity of the DUT is only relevant when 
the PV devices under test have series-connected cells, such as 
in a PV module. The first cannot in principle be determined 
by integral methods such as the N-lamp method, but it would 
require the application of spectrally-selective methods (e.g. 
DSR [19]). The second would require a separate analysis of 
the DUT by spatially-resolved methods, which is beyond  
the scope here, in particular as we are analysing a single PV 
reference cell. However, by using a solar simulator of class 
AAA, the spatial non-uniformity is limited to 2% and prob-
ably much less for the relatively small DUT investigated 
here. The latter can be assumed valid for all the irradiance 
levels spanned in this study, although some degradation of the 
non-uniformity was observed on the entire test plane when 
changing from 11 to 1 lamp [25]. Also, the spectral mismatch 
is contained as the method used to change the irradiance does 
not involve changing the power of the lamps (which is known 
to modify their spectral irradiance). In fact, the conditions 
during the linearity assessment here were very similar to those 
present during I–V curve measurements (also at variable irra-
diance), where the DUT would be used as reference device 
to determine the incident irradiance. Therefore, the linearity 
determined in this way is perfectly suited for the use of the 
DUT as reference device, whereas the investigation of poten-
tial spatial and spectral effects within the DUT would be of 
more academic interest (at least for PV solar cells and non-
significantly changing spectra).

The evolution of measurement technology for assessment 
of PV devices, including the purpose of evaluating them under 
very different environmental conditions, has made it manda-
tory to treat linearity of PV reference devices not any more in 
a simplistic way (pass/fail), but to use the approach presented 
here which gives full quantitative information including a cor-
rection procedure for the irradiance (equation(3)). Obviously 
such quantitative correction has inherent uncertainties, as 
detailed above. However, for the DUT examined here the 
uncertainties of the linearity correction (up to 0.14%) are 
considerably lower than the NL deviation itself (up to 2%), 
thereby giving a more accurate result when the quantitative 
correction for NL (equation (3)) is applied.

The UC of the CV is irrelevant for the determination of 
the linearity and its UC. Here the CV of the reference cell 
serves merely as the common reference point, the same refer-
ence point which will be used when employing the reference 
cell to measure solar irradiance. However, when using a refer-
ence device in the characterisation of other PV devices (such 
as for I–V curve analysis) there will be two contributions to 
the overall UC of the irradiance (equation (3)), one from the 
uncertainty of the CV of the reference cell and one from its 
linearity correction factor R. The latter UC was found here 
to be in the worst case 0.19% to 0.33%, which is much lower 
than the UC introduced by omitting the NL correction, at least 
in the example presented here.

Most modern reference cells have a much lower NL than 
the device examined here. In fact, we can consider them 
approaching the ideal case of perfect proportionality between 

short-circuit current output and incident irradiance in the 
sense that with the available techniques and technologies and 
their uncertainties the possible deviation from the ideal behav-
iour cannot be detected. However, while this is positive, it still 
requires appropriate methods for verifying this ideal behav-
iour with low UC. Therefore, the authors suggest to update the 
linearity standard [4] taking due account of the work presented 
here. This should also eliminate the contradiction inherent in 
the current edition of IEC 60904-10, where the simplistic 
application of the two-lamp method would classify the same 
device examined here as linear [20], whereas the comprehen-
sive analysis developed here classifies it as non-linear due to 
the cumulative NL over the entire range of interest exceeding 
the threshold of 2%. The latter is also in full agreement with 
the results from the DSR method applied to the same device, 
as reported elsewhere [21].

Conclusions

The linearity of short-circuit current of PV devices against 
incident irradiance is completely revised. The previous (to 
some extent incorrect) test [4] for general linear dependence 
is replaced by a proportionality evaluation. Also, the assess-
ment of the NL is fully quantitative rather than simply pass/
fail, allowing a mathematical correction of the irradiance for 
the NL (equation (3)) of the reference device used to measure 
it. This is relevant as the measurement of incident irradiance 
for the electrical performance of PV devices should have a 
measurement uncertainty well below 1% in order to achieve 
uncertainties for the maximum power of PV modules in the 
range of 1% to 2%. In the present pass/fail test a 2% deviation 
from linearity is allowed, which clearly is not sufficient for 
the current accuracy of state-of-the-art PV performance mea-
surements. The new framework provides instead quantitative 
information about the NL and also a correction procedure. The 
data analysis of the two-lamp method, developed here to con-
sistently cover the entire range of interest and not only a range 
limited to a factor 2, is extended to an N-lamp method (here 
11 lamps), which easily provides quantitative information on 
NL over the full irradiance range of interest in PV, namely 
100 W m−2 to 1100 W m−2 without requiring any reference. 
The UC of the 11-lamp method ranges from 0.14% to 0.33%, 
which is significantly lower than the NL deviation observed 
for the DUT examined here amounting to more than 2% for 
the irradiance range 100 W m−2 to 1100 W m−2. The UCs are 
dominated by lamp (in)stability and were further reduced (by 
a factor of three) through repeated measurements.
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