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ABSTRACT
Crop yield prediction is an important aspect of agriculture. The 
timely and accurate crop yield predictions can be of great help 
for policy makers and farmers in planning and decision making. 
Generally, statistical models are employed to predict the crop 
yield which is time consuming and tedious. Emerging trends of 
deep learning and machine learning has come up as a major 
breakthrough in the arena. Deep learning models have the 
inherent ability to perform feature extraction in large dataset 
thus more suitable for predictions. In this paper, a deep learn
ing-based Recurrent Neural Network (RNN) model is employed 
to predict wheat crop yield of northern region of India. The 
present study also employed LSTM to unravel the vanishing 
gradient problem inherent in RNN model. Experiments were 
conducted using 43 years benchmark dataset and proposed 
model results were compared with three machine learning 
models. Evidently, the results obtained from RNN-LSTM model 
(RMSE: 147.12,MAE: 60.50), Artificial Neural Network(RMSE: 
732.14,MAE: 623.13), Random Forest (RMSE: 540.88, MAE: 
449.36) and Multivariate Linear Regression (RMSE: 915.64,MAE: 
796.07), proved the efficacy of model. Also, predicted crop yield 
values were found to be more close to true values for RNN-LSTM 
model proving efficiency of the proposed work.
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Introduction

The growing population of the world is posing a big problem for the human 
kind in the form of availability of food for all. Agricultural scientists all over 
the world are trying to discover means of enhancing the yield of major food 
crops with minimum degradation of natural resources popularly known as 
sustainable farming (Tyagi 2016). Wheat, rice, and maize constitute predomi
nant sources of nutrition worldwide and thus have attracted major attention of 
the research community to increase their productivity in the face of high food 
prices, climatic changes and natural resource depletion. The ever growing 
demand of wheat and the unexpected environmental fluctuations is making 
it further important to increase its production. As per Food and Agriculture 
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Organization (FAO), there is an expected rise in demand for wheat by 60% by 
the middle of 21st century owing to its increasing use in various staple foods of 
the world (Lipper et al. 2014). An accurate and timely prediction of crop yield 
can be of great help for the farmers as they can better assess the potential risks 
in future and can accurately guide the farmers in taking timely actions for the 
improvement of yield.

The developments in the field of data science, sensor technology and 
machine learning have raised hopes for the farmers to find better and effective 
ways of improving the productions. Various machine learning (ML) models 
have already been explored in different fields of agriculture such as in crop 
yield prediction and in assessing the effect of various climatic factors and 
agricultural practices on overall production of the crop (Jain et al., 2019; 
Majumder et al. 2018). Crop yield prediction is a multifaceted study consisting 
of diverse natured controlled and uncontrolled factors. The uncontrolled 
factors include climatic factors (temperature, humidity, wind speed) and soil 
characteristics (soil ph, soil texture) whereas controlled factors comprise 
various farm practices adopted by farmers such as selecting the type of seeds 
and fertilizers to be used, frequency of irrigations done on the field and other 
such decisions taken during the crop cultivation. These factors exhibit non
linear relationship among themselves and with the crop yield and emphasize 
the need of techniques, which can predict with precision despite such complex 
behaviors being involved in the study. Artificial Neural Network (ANN), one 
of the machine learning models, have inherent capability of dealing with such 
nonlinear behaviors and thus have become the primary choice of many 
researchers for the study. The results obtained in various studies have proven 
the fact that neural networks have a very promising future in the field of crop 
yield prediction.

Recent advancements in neural networks in the form of deep learning have 
shown better learning abilities and thus can assure higher precision and 
performance in the field of crop yield prediction. Deep learning models have 
a big edge over machine learning models due to their in-built capability of 
feature learning. Through this, the models are able to perform automatic 
extraction of features from raw data, and the features of higher layers get 
generated by configuration of lower level features (LeCun, Bengio, and Hinton 
2015). Extensive hierarchal structure and excellent learning ability of deep 
learning models permit them to implement classification and prediction 
appreciably well (Pan and Yang 2010). Depending upon the architecture of 
deep learning model, different components are used such as pooling and fully 
connected layers, convolutions, memory cells, gates, activation functions, 
encoding/decoding schemes to name a few. Although deep learning has 
shown remarkable results in various domains but its use in the field of 
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agriculture is recently gaining popularity. The subsequent section (Section 2) 
describes various researches done in the field of crop yield prediction using 
machine learning and deep learning models.

Related Work

The machine learning (ML) techniques have been extensively used for crop 
yield estimation by various researchers and promising results have been 
obtained. In one of the studies, a comparative analysis was done among 
different ML techniques (Multiple linear regression, M5-Prime regression 
tree, perceptron multilayer neural networks, support vector regression and 
k-nearest neighbor) for crop yield estimation of ten varieties of crops 
(González Sánchez, Frausto Solís, and Ojeda Bustamante 2014). M5-prime 
regression model reported lowest errors in yield estimation for majority of 
crops and was thus found to be the most efficient among all studied models. In 
another study, Random Forest (RF) model was evaluated for crop yield 
estimation of wheat, maize and potato crop with multiple linear regression 
(MLR) method taken as the benchmark for comparison (Jeong et al. 2016). RF 
model was found to outperform MLR model in all performance statistics used 
for comparison. However, the RF model was found to show loss in accuracies 
beyond the boundaries of training data. The effect of phenological phases of 
plant growth on yield of crop was reviewed by researchers in a study (Zhang et 
al. 2018) . Hyperspectral information obtained was studied for finding the 
contribution of different phenological phases of plant growth on final yield of 
crop. Support vector machine learning model with weighted spectral data was 
found to give good accuracies for the predictions. Sustainable agriculture 
practices, one of the necessities in the present times, require that the increase 
in the yield of crop should have minimal impact on the environment and 
natural resources. In this direction, a study was done to evaluate the efficiency 
of machine learning approaches for crop yield and nitrogen status estimation 
using remote sensing data (Chlingaryan, Sukkarieh, and Whelan 2018). The 
study identified that the fusion of sensor technology with machine learning 
models can increase the efficiency and accuracy of models. Least square 
Support vector machine was found best for nitrogen estimation whereas M5- 
Prime regression tree was found to be most efficient for crop yield estimation 
among all machine learning models, ANN has been found to be one of the 
most preferred model used for crop yield estimation (Bali and Singla 2021). In 
one of the studies, default ANN (D-ANN) model with one hidden layer was 
compared with MLR and customized ANN(C-ANN) model for wheat crop 
yield prediction (Shastry, Sanjay, and Deshmukh 2016). The C-ANN model 
was customized by varying different hyperparameters used in the model like 
number of neurons in hidden layers, number of layers and learning rate. The 
C-ANN model was reported to be more efficient than the D-ANN and MLR 
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models with high values of R2 and lower values of percentage errors for the 
former. ANN was evaluated in another study for rice crop yield prediction in 
various districts of Maharashtra, India (Gandhi, Petkar, and Armstrong 2016). 
Various environmental factors like precipitation, minimum and maximum 
temperature, crop evapotranspiration, and average temperature were used in 
the study to find their impact on final yield of the crop. The algorithm reported 
accuracy of 97.54%, sensitivity of 96.33%, and specificity of 98.12%. Similar 
results were reported in another study done for forecasting the yield of maize 
crop using ANN (Singh 2008) . Various non-climatic factors were used as 
predictors in the model and the proposed model was found to outperform 
MLR model used for comparison. Supervised self organizing maps were used 
in a study to capture online soil conditions and spectral crop growth char
acteristics affecting final yield of wheat crop (Pantazi et al. 2016). Three 
models: Supervised Kohonen Networks (SKNs), counter-propagation ANN 
(CP-ANNs), XY-fused Networks (XY-Fs) were compared for yield prediction 
accuracy in single cropping season. The average overall accuracy for SKN, CP- 
ANN, and XY-F was 81.65%, 78.3%, and 80.92%, respectively, proving the 
supremacy of SKN model over other predicting models. Spiking Neural net
work (SNN), an advanced generation of neural networks, was used in a study 
for wheat crop yield prediction (Bose et al. 2016). An SNN architecture, 
NeuCube, was adapted to be used on remote sensing data for capturing spatial 
and temporal variations and for crop prediction. The proposed model was 
found to outperform other prediction models in accuracy. In another study, 
crop prediction methodology was used to predict the type of crop to be sown 
based on the characteristics of soil and environmental parameters using ANN 
(Dahikar and Rode 2014). The supremacy of ANN was proved in yet another 
study done in Chine for rice crop yield prediction (Ji et al. 2007). The R2 and 
RMSE values obtained for ANN were 0.67 and 891 in comparison to 0.52 and 
1977 obtained from linear regression model. Similar results were obtained in 
another study done to predict soybean and corn yield using ANN model (Kaul, 
Hill, and Walthall 2005).

The success of ANN models in the field of crop yield prediction moti
vated many researchers to explore areas of advanced neural networks like 
deep learning in the field. The advancements in the field of remote sensing 
has made possible availability of huge amounts of data in the form of 
images. One of the deep learning models, Convolutional Neural Networks 
(CNN), hold the ability and efficiency of working on large image data sets 
and thus has been extensively used by various researchers in classification 
and prediction of various crops. In one of the studies, CNN model was 
used for the prediction of soybean crop yield (You et al. 2017). The novelty 
of the proposed model was that a dimensionality reduction technique was 
used helping the model in doing training and predictions even in the areas 
of scarce data. Also, a Gaussian process component was added to the model 
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that helped in structuring the spatio temporal data and increase the accu
racy of the model. In another study, CNN technique was used for estima
tion of yields of orchards based on the images taken at various stages of 
plant growth. CNN was used to create an object detector which could 
extract areas from image that represent fruits (Fourie, Hsiao, and Werner 
2017). Similar study was done in an apple orchard for fruit detection and 
counting using CNN model (Bargoti and Underwood 2017). The estimation 
done when compared with actual post harvest count of fruit showed very 
close results proving the accuracy of the proposed model. In another study, 
images of leaves of plant were used to estimate the yield of Bitter melon 
crop (Villanueva and Salenga 2018). Deep learning models require extensive 
amounts of data. The concept of transfer learning was used in one of the 
studies to fulfill the requirement of large dataset for deep learning, and the 
results have shown the technique to be a promising solution for huge data 
requirements (Wang et al. 2018). Different deep learning models are 
explored and their efficiencies and effectiveness in the area of crop yield 
prediction has been established by various researches, but one of the 
models, Recurrent neural networks (RNN) and LSTM (a form of RNN) 
have been particularly found to be very efficient in the studies owing to its 
efficiency in dealing with time series data. Crop yield prediction being a 
field totally dependent on time series data becomes a perfect class of 
problem that can be dealt efficiently with RNN. Few recent researches 
have already been done with the technique being used in the said area 
and very promising results have also been obtained. In one of the studies, a 
fusion of CNN with LSTM model was used on raw imagery data to 
estimate yield of wheat crop (Sharma, Rai, and Krishnan 2020). The 
proposed model was found to beat the conventional methods of crop 
yield prediction in accuracy by 74% and other deep learning models by 
50%. Another study was done to compare the performance of feed forward 
neural network with RNN model for wheat crop yield prediction 
(Sivanandhini, Scholar, and Prakash 2020). RMSE and losses incurred 
were used as the metrics for comparison. RNN model was found to show 
much better performance in comparison with normal feedforward network. 
In another study, preseason yield prediction for soybean and maize crop 
was done using Neural network model based on the soil and climatic data 
(Oliveira et al. 2018). In this study, the static soil data were fed through 
fully-connected layers whereas dynamic weather data was fed through 
recurrent LSTM layers. The proposed model was found to provide compar
able results to established methods of yield estimation. LSTM model was 
used in another study to predict corn yield in Iowa state (Jiang et al. 2018). 
The model was found to give promising results proving the efficiency of 
recurrent neural networks in the area of crop yield prediction. In another 
study, LSTM model was employed for wheat crop yield prediction (Haider 
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et al., 2019). The proposed model provided better accuracies and recom
mended the use of data preprocessing using some smoothening function to 
be merged with LSTM model for increasing the efficiency of the model. In 
another study, the intelligence of reinforcement learning was combined 
with the deep learning model to improve the accuracy of model for 
wheat crop yield prediction. The Q-learning network, which is the reinfor
cement agent, was used to set the environment for yield prediction based 
on input parameters. The output of the RNN model was mapped with the 
Q-values and based on the aggregate score obtained by the agent for 
various actions, the errors were minimized and accuracy of model was 
maximized. The proposed model reported a good accuracy of 93.7% over 
the existing models (Elavarasan and Vincent 2020). In another study, 
authors compared the efficiency of Random Forest Regressor, XGBoost 
Classifier, KNN classifier, and Logistic Regression for crop yield prediction 
and LSTM and simple RNN for rainfall and temperature predictions 
(Nigam et al. 2019). Random Forest was found to give maximum accuracy 
(67.8%) for yield predictions. LSTM model and Simple RNN models pre
sented good prediction results for temperature and rainfall respectively. In 
another study, comparative analysis was done among three techniques, 
ANN, CNN, and RNN with LSTM to check the efficacy of models for 
crop yield prediction (Dharani et al. 2021). CNN was found to produce 
better accuracy than ANN and RNN with LSTM was found to outperform 
all other techniques with an accuracy of 89%. In another study, a CNN- 
RNN model was proposed for soybean and corn yield prediction in United 
States (Khaki, Wang, and SV 2020).The salient features of the proposed 
model include ability to capture temporal variations of environment and 
seed improvements without prior knowledge of seed genotype and to do 
predictions on unseen data. The proposed model could also explain the 
contributions of various weather variations and management practices to 
the final yield of crop.

The motivation for the present study emerged from the fact that RNN is one 
of the latest, prevailing and promising techniques gaining acceptance in various 
domains and is yet to be fully explored in the field of crop yield prediction. In 
this study, based on the previous year’s weather and yield data, predictions for 
future years is done using an RNN model. For comparative analysis, the results 
were compared with those obtained by applying three machine learning mod
els, ANN, Multivariate Linear Regression and Random Forest.

The further organization of paper is as follows: In section III, materials 
and methods will be explained followed by methodology discussed in 
section IV. Various experiments conducted and results obtained are pre
sented in section V followed by discussion and conclusion of the study 
presented in section VI.
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Materials and Methods

Data Source

The present work is focused on one of the important agriculture-based 
districts of Punjab, Ludhiana. The district can be located at the latitude and 
longitude coordinates of 30.900965 and 75.857277, respectively, with GPS 
coordinates of 30° 54ʹ 3.4740” N and 75° 51ʹ 26.1972” E. Figure 1 shows the 
spatial information of Ludhiana district of Punjab, India.

The climate of this region is warm and temperate with an average tempera
ture of 23.5°C and an annual rainfall of 876 mm. In comparison with the 
winters, there is more rainfall in summers in the region driest month being 
November (Data, 2021). Wheat has been an important cultivated crop in the 
region. Almost 2.57 lac ha of the cultivated area is devoted to wheat crop 
cultivation which amounts to 50.26 qt/ha of productivity of the crop from the 
district. In spite of being one of the important regions of wheat cultivation, 
there is not much use of advanced techniques for crop yield estimation. Most 
of the studies already done employed statistical techniques for the crop yield 
predictions. According to the census 2011 by Govt. of India for the Punjab 
state, Ludhiana district has shown the highest population among all the other 
districts of Punjab which further emphasize the need for an efficient and 
timely prediction of crop yield for the region (Districts of Punjab, 2021). 
This will help the farmers in taking timely decisions and increase the produc
tion of their crop. The yield data used in the study was obtained from statistical 
abstract of Punjab issued by Economic advisor to Government, Punjab 

Figure 1. Spatial information of Ludhiana, Punjab, India. (Ludhiana District, 2021)
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whereas the weather data was taken from meteorological department of 
Punjab. In present study, an extensive dataset of 43 years (1970 to 2012) 
have been used. Various important climatic factors like minimum and max
imum temperature, minimum and maximum relative humidity, rainfall, eva
poration, wind direction and speed and solar radiation were considered in the 
study. Wheat crop cultivation is done from the month of October (sowing) to 
the month of April(harvesting). In our study also, we targeted the respective 
months and extracted data belonging to these months for both climate and 
yield. The sample of the dataset used in experiments is given in Table 1.

Prediction Models

In the present study, a deep learning model: Recurrent Neural Network (RNN) 
with LSTM have been used for yield prediction and the results obtained were 
compared with those attained from three machine learning models: ANN, 
Multivariate Linear Regression (MLR) and Random Forest (RF). In the follow
ing section, all the models are briefly explained.

Recurrent Neural Networks with LSTM
ANN is one of the most popular supervised machine learning models used in 
the study involving nonlinear behaviors. The architecture of neural networks 
have considerable variations from models with one neuron to the ones with 
multiple layers each having number of neurons, popularly known as deep 
learning models.

Recurrent Neural Networks (RNN) are a special type of ANN particularly 
useful in dealing with time series data. A simple architecture of an RNN model 
is shown in Figure 2.

The basic structure of RNN is similar to the ANN with a difference that at 
every step the results of the previous step are also entered as input along with 
the new input. In other words, the hidden layer not only takes input from prior 
layer but also uses its own previous value for producing output for next layer. 
Equations 1 and 2 represent the structure of a simple recurrent unit or Elman 
unit (Tan et al. 2016). 

ht ¼ σ WT
xhxt þWT

hhht� 1 þ bh
� �

(1) 

yt ¼ σ WT
0 ht þ b0

� �
(2) 

where is the hidden layer vector at time t
Wxh is the weight of input to hidden layer
xt. is the input at time t
Whh is the weight of hidden layer to hidden layer
ht-1 is the hidden layer input for time t-1
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bh is the bias term
σ is the activation function
T represents the size of input vector
yt is the output generated at time t
W0 is the output weight
b0 is the bias term for output
RNNs are the first of their kind neural networks that have the ability to 

memorize the result of previous step and use it as input to the next step. 
This feature is particularly useful while dealing with time series data with 
long term dependencies. This helps RNN to have a much deeper under
standing of a sequential data and its context in comparison to other 
algorithms. Figure 3 shows how the RNN is unrolled during a particular 
time step.

Although RNNs are quite efficient but they suffer from the problems of 
exploding and vanishing gradients. In exploding gradient, the algorithm 
unnecessarily assigns higher weights to the inputs whereas in case of 
vanishing gradients, the gradients become too small and after some itera
tions the model stops learning (Jiang et al. 2018). The problem of exploding 

Figure 2. Simple RNN model architecture.
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gradient can be solved by squashing the gradients but for vanishing gra
dient problem, LSTMs are one of the best solutions. LSTM networks are a 
special form of RNN that contain long short term memory cells which help 
the RNN to remember the last output for a longer period of time. Figure 4 
shows the structure of a LSTM neuron. Stacks of LSTM layers are used as 
internal layers of RNN to increase its efficiency.

LSTM can read, write, and delete the information from memory cells 
controlled by specific gates. These gates are like binary classifiers that decide 
what portion of previous values to retain and what to discard. Three types of 
gates exist in LSTM: input gate, which decides whether the new input should 
be added, forget gate to check whether to delete the already existing 

Figure 3. RNN as a sequence of neural networks.

Figure 4. Structure of LSTM neuron.
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information as it is no more needed and the output gate to allow the new 
information to have an impact on output for current timestep. The cell state at 
any time t represents the information currently stored in memory after the 
previous time step. Equations 3 to 7 are the mathematical expressions govern
ing the working of forget gate, input/update gate, output gate, current cell 
state, and final hidden state, respectively (Weiss, Goldberg, and Yahav 2018). 

ft ¼ σ WT
xf xt þWT

hf ht� 1 þ bf

� �
(3) 

it ¼ σ WT
xixt þWT

hiht� 1 þ bi
� �

(4) 

ot ¼ σ WT
xoxt þWT

hoht� 1 þ bo
� �

(5) 

Xnorm ¼
X � min Xð Þ

max Xð Þ � min Xð Þ
(6) 

ht ¼ ot � fh ctð Þ (7) 

ft, it, and ot are the forget gate, input gate, and output gate, respectively. ct is 
the cell state given by weighted sum of previous cell state and the 
SimpleRNN weighted by forget gate ft and input gate it respectively. The 
cell state is offered possibility to remember its old state (ct-1) and thus helps 
in better learning of long term dependencies. σ represents the sigmoid 
activation function that controls the working of each gate. W represents 
the weight vectors corresponding to different gates. Finally, ht is the hidden 
state which is the squash of the cell state with the output gate as it controls 
what values to pass through to next layer. fc and fh represent the activation 
functions used in cell state and hidden state respectively and is by default 
tanh for LSTM cells.

Machine Learning Models Used for Comparison
For comparative purposes, three machine learning models, ANN, Random 
Forest (RF) and Multivariate Linear Regression (MLR) were employed for the 
predictions. ANN is a machine learning model in which the machine is made 
to behave and learn like a human brain (Gandhi, Petkar, and Armstrong 
2016). The model consists of layers of neurons that pass information from 
input layer to final output layer and in the process perform training of the 
model through some algorithm. Based on the training attained by the model, it 
is made to perform predictions on unseen data. Multivariate Linear Regression 
is a type of supervised machine learning model in which an equation is fit 
using various predictors as independent variables and target value as depen
dent variable. For n values of predictors, target values are obtained and model 
is trained to find the best fit line given by equation 8. 

APPLIED ARTIFICIAL INTELLIGENCE 1315



y ¼ θ0 þ
Xn

i¼1
θi�xi (8) 

where x is input variable and y is output or target variable.
θ0: intercept
θi: Coefficient of xi
Random Forest is another machine learning model based on combination 

of various decision tree algorithms for classification and prediction problems. 
A prediction done through random forest for a regression problem is the 
average of predictions for all the randomized trees in the ensemble. To make a 
prediction at a new point x: 

fB
b¼1¼

1
B

XB

b¼1
Tb xð Þ (9) 

where Tb is the bth tree in Random Forest and B is the maximum number of 
trees

Performance Metrics

For validation of results obtained from any machine learning model, various 
performance metrics are used. In our study we used, three performance 
metrices, Mean Squared Error (MSE), Mean Absolute Error (MAE) and 
Root Mean Squared Error (RMSE). Mean absolute error is the average of all 
absolute errors between paired observations expressing the same phenom
enon. Root Mean Squared Error is rooted average of squared errors and Mean 
Squared error is the mean of squared errors (González Sánchez, Frausto Solís, 
and Ojeda Bustamante 2014). 

MAE ¼
Pn

k¼1 jyk � xkj

n
(10) 

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

k¼1 ðyk � xkÞ
2� �

n

s

(11) 

MSE ¼
Xn

k¼1
ðyk � xkÞ

2

 !

=n (12) 
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Figure 5. Methodology adopted to predict wheat crop yield.
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Methodology

The methodology used in the study is shown in Figure 5. As the collected data 
belonged to different sources, the primary task was to put the data in a form 
that can be fed to python for analysis. Thus, a csv file was generated with 64 
features and 43 rows. The 64 features refer to wheat crop yield and the values 
of 9 environmental factors (already mentioned in subsection 3.1) for the seven 
months of wheat cultivation (October to April) taken as predictor variables. 
Rows refer to the total number of years (43) selected for the study. Various 
steps shown in methodology are briefly explained in the subsequent sections.

Step 1: Data Preprocessing

Before application of any machine learning or deep learning model on a 
dataset, some preprocessing need to be done. Data were first scrutinized to 
check for the presence of any non-numeric data or any missing values. There 
were no non-numeric entries and the missing entries were duly filled with 
appropriate statistical values for example the wind speed for the month of 
October for the year 2012 was missing, which was taken as the mean value for 
the whole year. The final dataset was normalized to bring all the values within 
a consistent range. Equation 7 shows the formulae used for normalization of 
data. 

Xnorm ¼
X � min Xð Þ

max Xð Þ � min Xð Þ
(13) 

Where X is a data value.
The processed data was finally split into test and train data in the ratio of 

2:8. The train data was given as input to train the prediction model and was 
validated using the test data.

Step 2: Train the Prediction Model

The processed data obtained in step 1 was fed to the RNN with LSTM 
prediction model (as discussed in section 2.2.1). Multiple LSTM layers were 
added as hidden layers to increase the robustness of simple RNN model. 
Addition of LSTM layers is also a solution to vanishing gradient problem 
inherent in RNN models. With the advantage of LSTM layers and the special 
ability of RNN model to learn from previous timestep, the future crop yield 
was predicted. The iterations were selected optimally based on the minimiza
tion of losses.
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Step 3: Validation of the Prediction Model

The predicted output obtained in step 2 for test data was compared with 
the actual crop yield data. The three performance metrics: RMSE, MAE, 
and MSE were computed to measure the performance of the prediction 
model.

Experiment and Results

To validate the efficiency of RNN with LSTM model, multiple experiments 
were carried out in python using Anaconda platform. The results obtained 
from RNN with LSTM model were compared with those obtained from ANN, 
Random Forest (RF) and Multivariate Linear Regression (MLR). Table 2 
summarizes the experimental settings and hyperparameters used in various 
models. The experimental settings and results obtained with all the models are 
discussed in the subsequent sections.

Results from RNN with LSTM Model

The RNN model used in the study was not a Simple RNN model but a 
robust LSTM model with stacks of LSTM layers added as hidden layers. 
As required for any machine learning model, the data were split into test 
and train data in the ratio of 2:8 i.e. 80% of data was used for training the 
model and 20% of the data was kept for testing. Accordingly, the model 
was trained on the yield and environmental data of 34 years, which was 
from the year 1970 to 2003 and based on the trainings and correlations 
identified or captured by the LSTM model, predictions of wheat crop yield 
for subsequent 9 years was done. As we used RNN model, the preferred 
way for feature scaling, normalization, was applied on the data. A special 
property of every RNN model is that it uses a timestep to learn and based 
on the trends learnt, it predicts the next output. In our model, we used a 
time step of 20 years which means the model learnt from previous 
20 years and predicted the yield of subsequent years. The model consisted 
of four LSTM layers and one output dense layer. For each LSTM layer, 50 
neurons were used and a dropout regularization of 0.2 was applied to 

Table 2. Summary of experimental settings and hyperparameters used in various models used in 
study.

Model Optimizer Epoch
Dropout  

Regularization
Activation  
Function Loss metric Evaluation Metric

Number of  
hidden 
Layers

Number 
of  

Neurons Timestep

RNN- 
LSTM

adam 200 0.2 Relu Mean squared 
error

RMSE, MAE and 
MSE

4 50 20

ANN adam 300 - Relu Mean squared 
error

RMSE, MAE and 
MSE

2 33 -
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avoid overfitting of the model. adam optimizer was used for minimizing 
the losses incurred. 200 epochs in a batch size of 20 were found to be 
optimal for training the model with minimum losses. The predicted and 
actual yields of wheat crop as obtained from test data of various years is 
as shown in Table 3 and Figure 6.

The results obtained were evaluated on various evaluation metrics, and the 
values obtained have been tabulated in Table 4.

For comparative reasons, three machine learning models, ANN, Linear 
regression and random forest were used on the same data and following 
subsections discuss the experiment and results obtained for these 
techniques.

Table 3. Predicted and actual yields of wheat 
crop for RNN with LSTM model.

Year
Predicted 

(kg ha^-1)
Actual 

(kg ha^-1)

2005 4685.70609 4688
2006 4686.50408 4690
2007 4685.91852 4688
2008 4685.30412 4693
2009 4685.0297 4689
2010 4682.44667 4693
2011 4683.05392 5097
2012 4684.03502 4724

Figure 6. Graphical analysis of predicted and actual values of yield for RNN model.

Table 4. Performance metrics for RNN with LSTM model.

Technique
RMSE 

(kg ha^-1)
MAE 

(kg ha^-1)
MSE 

(kg ha^-1)

RNN 147.12 60.50 21644.59
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Results from ANN Model

The ANN used for the study consisted of one input layer, two hidden layers 
and one output layer. The sequential function of python library was used to 
design the network layer by layer. Stochastics Gradient Descent algorithm was 
used for training the model and Rectified Activation function (Relu), one of 
the most recommended activation function for nonlinear studies, was used in 
input and hidden layers (Sharma and Sharma 2017). A total of 300 epochs in a 
batch size of 10 were found to be the best for training the model with 
minimum losses. The predictions done as observed from the test data are as 
shown in Table 5 and Figure 7.

The values of various evaluation metrics obtained have been tabulated in 
Table 6.

Table 5. Predicted and actual yields of 
wheat crop for ANN model.

Year
Predicted 

(kg ha^-1)
Actual 

(kg ha^-1)

2000 4033.2866 4563
2006 4922.4424 4690
1997 4580.5117 4563
1974 3327.7651 2720
1980 1828.0656 2730
1995 3501.583 4600
1998 3997.9744 4562
1981 2435.0093 3716
2007 4312.6743 4688

Figure 7. Graphical analysis of predicted and actual values for ANN model.
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Results from Random Forest Model

The complete data of 43 years comprising 63 parameters were fed to 
Random Forest model for prediction of yield. The data were split into 
2:8 ratio, i.e., 80% of data was used for training of the model and 20% 
was used for testing. The predicted and actual yield obtained on test data 
for the Random Forest model are given in Table 7 and Figure 8.

The values of evaluation metrics for random forest model are shown in 
Table 8.

Table 6. Performance metrics for ANN model.

Technique
RMSE 

(kg ha^-1)
MAE 

(kg ha^-1)
MSE 

(kg ha^-1)

ANN 732.14 623.13 536027.56

Table 7. Predicted and actual yields of 
wheat crop for RF model.

Year
Predicted 

(kg ha^-1)
Actual 

(kg ha^-1)

2000 4420 4563
2006 4020 4690
1997 4213 4563
1974 2964.75 2720
1980 3926.5 2730
1995 4170 4600
1998 4179 4562
1981 3926 3716
2007 4271 4688

Figure 8. Graphical analysis of predicted and actual values for RF model.
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Results for Multivariate Linear Regression (MLR) Model

In linear regression model, 63 environmental factors comprising maximum 
and minimum temperature, maximum and minimum Relative humidity, 
evaporation, wind speed and direction and solar radiation for the wheat 
cultivation months from October to April were taken as independent variables 
and yield was taken as dependent variable. Data were selected randomly for 
training of the model. The predicted and actual yield obtained on test data for 
the model are given in Table 9 and Figure 9.

The values of evaluation metrics for regression model are shown in 
Table 10.

Table 8. Performance metrics for random forest model.

Technique
RMSE 

(kg ha^-1)
MAE 

(kg ha^-1)
MSE 

(kg ha^-1)

Random Forest 540.88 449.36 292549.09

Table 9. Predicted and actual yields of 
wheat crop for MLR model.

Years
Predicted 

(kg ha^-1)
Actual 

(kg ha^-1)

1971 1575.753 2800
1997 3453.104 4563
2000 5523.181 4563
2012 3197.338 4724
2009 4259.522 4689
1991 3654.784 4563
1986 4403.944 3715
1988 3680.031 3720
1973 2452.981 2730

Figure 9. Graphical analysis of predicted and actual values for MLR model.
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Conclusion and Discussion

Various inferences have been drawn based on the experimental results obtained 
and has been discussed in subsequent subsection. The conclusion drawn from the 
present study and future scope is presented in following subsection i.e. Section 6.2.

Discussion

1. On comparing the predicted and actual crop yield values for all the models 
used in the study, the values were found to be quite close in case of RNN with 
LSTM model (Table 3, section 5.1) as compared to other machine learning 
models which proves that the ability of RNN and especially LSTM to use the 
results of previous time step for the next prediction has helped the model in 
providing close predictions. This nearness of predicted values to actual values 
can be very helpful for the farmers for making the correct assessment of the 
yields they can expect from their crop and accordingly can help them in well 
rating their crops. It can also help the government in formulating right policies 
and in taking required remedial measures in the case of any estimated risk.

2. Among various machine learning models, Multivariate Linear Regression 
(MLR) has shown higher values of errors, specifically MSE, as compared to 
ANN and Random Forest as shown in Table 11. The reason for this can be the 
involvement of multiple and diverse climatic factors in the study of crop yield 
prediction. These factors exhibit nonlinear behaviors, which are difficult to be 
captured by MLR model making the latter inefficient for yield prediction.

3. Among the three machine learning models, Random Forest model was 
found to give minimum values of errors for all performance metrics used 
which is in alignment with the results obtained in one of the studies (Nigam et 
al. 2019). Also, the values of all the evaluation metrics is considerably low in 
case of recurrent neural network as compared to all other machine learning 
models, which clearly shows the efficiency of deep learning models over 
machine learning models for crop yield prediction.

Table 10. Performance metrics for multivariate linear regression model.

Technique
RMSE 

(kg ha^-1)
MAE 

(kg ha^-1)
MSE 

(kg ha^-1)

Multivariate Linear Regression 915.64 796.07 838398.33

Table 11. Performance metrics for different techniques.
Technique 
Performance Metrics RNN with LSTM ANN RF MLR

RMSE (kg ha^-1) 147.12 732.14 540.88 915.64
MAE(kg ha^-1) 60.50 623.13 449.36 796.07
MSE(kg ha^-1) 21644.59 536027.56 292549.09 838398.33
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Conclusion

The present study was done with an objective to find an efficient deep 
learning technique in the field of wheat crop yield prediction. The study 
was targeted on one of the prime regions of Punjab as till date, only 
statistical tools were used for the study of crop yield prediction in the region 
which was time consuming and could not help farmers and government for 
in time decision making. The selection of RNN-LSTM model for the study 
was a deliberate attempt owing to the established competence of RNN with 
LSTM in dealing with time series data. LSTM (Long Short Term Memory) 
models have given an extra edge to RNN as LSTM provides a solution to the 
vanishing gradient problem occurring in RNN technique. The prediction 
results obtained from various techniques were evaluated on the basis of 
standard performance evaluation metrics. The present study focused on 
one of the areas of Punjab, India but the study can be extended to more 
agriculture-based regions. The government can get future estimates for 
upcoming years in different regions of India, which can help in planning 
and making policies to meet the food requirements of the country. Also, 
other deep learning models can be explored in further studies to improve the 
efficacy and analysis.
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